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1 Introduction

When can we incentivize a group of selfish individuals to take cooperative actions? Can cooperation be

sustained when people interact with different partners over time? These classic questions in economics

motivated the literature on community enforcement. In communities with relatively few players, Kandori

(1992), Ellison (1994), and Deb, Sugaya and Wolitzky (2020) show that players can cooperate even when

they have no information about others’ identities and histories. In communities that consist of a large

number of players (e.g., a continuum of players), sustaining cooperation requires players to have some

information about their partners’ histories (Takahashi 2010). Such information is called a player’s record,

which consists of signals about his past actions and possibly also signals about his previous partners’ actions.

This paper contributes to the literature on community enforcement by examining situations where records

are endogenous in the sense that players can strategically decide whether to erase signals from their records.

This is motivated by online marketplaces where participants can erase negative reviews via bribes and threats

against those who left them (see Tadelis 2016 for related evidence).1 The main takeaways are: when players

can selectively include signals into their records, the maximal level of cooperation a community can sustain

is not monotone with respect to the expected lifespans of its members, and that it is easier to sustain coop-

eration when players’ actions are substitutes compared to situations where their actions are complements.

In my model, there are n populations of players. Each period, a unit mass of players are active in each

population and all the active players are matched into groups of size n uniformly at random to play an n-

player game. Each group consists of one player from each population with the player in population i playing

the role of player i. Each play of the game generates a vector of signals, one for each player.

My modeling innovation is that after each player observes his realized signal, he can decide whether to

include it in his record or to erase it. A player’s record consists of all the signals that he has generated and

included. His future partners can only observe his record but not his identity, age, the signals he erased,

and the times at which the signals arrived. After each period, a certain fraction of players exit the game for

exogenous reasons and are replaced by the same mass of new players with no signal in their records.

Theorem 1 shows that as long as a player has a strictly dominant action in the stage game and has a

sufficiently long expected lifespan,2 his dominant action will be played with probability close to 1 in all

equilibria. My result applies as long as the support of each player’s signal distribution does not depend on
1For example, Tadelis (2016) shows that sellers’ bribes and harassment against consumers who left negative reviews have caused

significant biases in online ratings. Livingston (2005) finds that negative reviews are rare on eBay and sellers’ sales depend mostly
on the number of good reviews. Nosko and Tadelis (2015) document that only 0.07% of the reviews on eBay are negative despite
their survey shows that a much larger fraction of the consumers are dissatisfied and complained to consumer service.

2In my model, a constant fraction 1 − δi of players from each population i exit the game after each period. Therefore, the
expected lifespan of each player in population i is (1− δi)

−1.

2



his partners’ actions. This allows for all first-order records where each player’s signal depends only on his

own action and a large class of second-order records. In the repeated prisoner’s dilemma, my result implies

that sufficiently long-lived players will almost always defect in all equilibria. In the product choice game,

my result implies that sufficiently long-lived sellers will almost never exert effort in any equilibrium.

The intuition is that when a player can erase signals, his continuation value must be non-decreasing once

he includes an additional signal in his record. When this player has a strictly dominant action in the stage

game, he has no incentive to take any other action unless doing so can significantly increase his continuation

value. As a result, once his continuation value approaches the maximum, or equivalently, when he has a long

enough good record, he will have a strict incentive to take his dominant action. When players are sufficiently

long-lived, there will be a large mass of old players with long good records who have strict incentives to

take their dominant actions. This will drive the average probability of cooperation down to zero.

Next, I focus on the repeated prisoner’s dilemma and provide conditions under which players with

intermediate expected lifespans can sustain cooperation in purifiable equilibrium (Harsanyi 1973). My

motivation for the purifiability refinement is that in practice, players will always have some private payoff

information and purifiable equilibria are robust to a small amount of such private information.

I show that it is impossible to sustain any cooperation in any purifiable equilibrium in the supermodu-

lar prisoner’s dilemma (i.e., players have stronger incentives to cooperate when their opponents cooperate)

regardless of players’ patience, expected lifespans, and the monitoring structure. By contrast, in the submod-

ular prisoner’s dilemma, there exist purifiable equilibria with a positive level of cooperation when players’

expected lifespans are intermediate even if only first-order records are available.

Therefore, the maximal level of cooperation a community can sustain is not monotone with respect to

the expected lifespans of its members and that it is easier to sustain cooperation when players’ actions are

strategic substitutes compared to the case where their actions are strategic complements. These conclusions

stand in contrast to ones obtained from community enforcement models where players cannot erase records,

such as Takahashi (2010), Heller and Mohlin (2018), and Clark, Fudenberg and Wolitzky (2021), that it is

easier to sustain cooperation when players have higher discount factors and when payoffs are supermodular.

Intuitively, due to players’ ability to erase signals, those who have the highest continuation value will

have a strict incentive to defect. In order to deliver those players a high continuation value, other players

need to cooperate with them. When actions are complements, any player who has an incentive to cooperate

with someone who always defects will have an incentive to cooperate with any other player. This contradicts

the hypothesis that some of those players who always defect are supposed to receive the highest continuation

value. In contrast, when actions are substitutes, players have stronger incentives to cooperate with those who
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always defects. This facilitates the society to deliver high continuation values to those players.

I review the related literature in the remainder of this section. Section 2 sets up the baseline model.

Section 3 shows that cooperation breaks down when players are sufficiently long-lived. Section 4 provides

conditions for cooperation in the prisoner’s dilemma when players’ expected lifespans are intermediate.

Related Literature: This paper contributes to the literature on community enforcement pioneered by

Kandori (1992) and Ellison (1994), and is reviewed by Wolitzky (2022). It is most closely related to com-

munity enforcement models with a large number of players (usually modeled as a continuum of players),

such as Takahashi (2010), Heller and Mohlin (2018), Bhaskar and Thomas (2019), and Clark, Fudenberg

and Wolitzky (2021) in which observing other players’ records is necessary to sustain cooperation.

Compared to those papers, I introduce the possibility of players erasing signals from their records. I

show that players’ strategic manipulations of records lead to complete breakdowns in cooperation either

when players have long expected lifespans or when their actions are strategic complements, but not when

their expected lifespans are intermediate and their actions are substitutes. These conclusions stand in contrast

to the ones in the existing literature that higher discount factors and strategic complementarities facilitate

cooperation.3 My analysis also highlights the different strategic implications of players’ time preference and

their survival probability. By contrast, the two are equivalent in existing models of community enforcement

since the equilibrium outcomes depend only on the product of the two, i.e., the player’s discount factor.

Friedman and Resnick (2001) study repeated prisoner’s dilemma without any complementarity or sub-

stituability in which players can erase all signals in their records and restart with a fresh record without any

signal. In contrast, the players in my model can decide whether to erase each individual signal, which gives

them more flexibility in manipulating their records. Compared to their result that cooperation is feasible

when players have sufficiently high discount factors, I show that players’ ability to sustain cooperation is

not monotone with respect to their discount factors. In an earlier work, Pei (2023) studies a reputation model

in which a long-lived player can erase actions from their records. In contrast to the current paper that focuses

on games with complete information but allows for imperfect monitoring and multiple long-lived players,

that paper studies incomplete information games but with perfect monitoring and only one long-lived player.

This paper is also related to some recent works on dynamic information censoring such as Smirnov and

Starkov (2022), Hauser (2023), and Sun (2024). Unlike those papers in which players’ payoffs depend on

some unknown state of the world, their payoffs depend only on the action profile in my model.
3Wiseman (2017) and Sandroni and Urgun (2018) show that higher discount factors can undermine cooperation incentives. In

contrast to the current paper that focuses on repeated games, their results are obtained in stochastic games with absorbing states.
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2 Model

I consider a discrete-time repeated game with a doubly infinite time horizon k = ... − 1, 0, 1, .... There are

n populations of players, indexed by i ∈ I ≡ {1, 2, ..., n}. Each period, a unit mass of players are active

from each population. By the end of period k and before the start of period k + 1, a fraction 1 − δi of the

active players in population i irreversibly become inactive and are replaced by a mass 1− δi of new players.

Therefore, each player in population i has an expected lifespan of (1 − δi)
−1. Conditional on remaining

active, each player in population i is indifferent between 1 unit of utility in period k+1 and δ̂i ∈ (0, 1) unit

of utility in period k. Hence, they discount future payoffs by δi ≡ δ̂i · δi, which I call their discount factor.

Note that players’ time preference δ̂i and their survival probability δi will play different roles.

Each period, all the active players are matched into groups uniformly at random. Each group consists of

n players, one from each population. They play an n-player finite game G ≡ {I, A, u} where A ≡
∏n

i=1Ai

is the set of action profiles with Ai the set of actions for the player from population i (which I refer to as

player i), and ui : A → R is player i’s stage-game payoff. I use a−i ∈ A−i to denote the actions of players

other than i and I use a ∈ A to denote an action profile. Player i maximizes his discounted average payoff∑+∞
k=1(1− δi)δ

k−1
i ui(ai,k, a−i,k) with (ai,k, a−i,k) the action profile in the kth period of his life.

After taking actions, each n-player group generates a vector of signals s ≡ (s1, s2, ..., sn), the distribu-

tion of which depends only on the actions of players from that group in that period. The signal for player i,

denoted by si, is drawn from a finite set Si according to fi(·|a) ∈ ∆(Si). For every k ≥ 1 and i, I use si,k

to denote player i’s signal in the kth period of his life. Without loss of generality, I assume that for every

i ∈ I and si ∈ Si, there exists an action profile a ∈ A such that fi(si|a) > 0.

The main modeling innovation relative to the existing literature on community enforcement is that by

the end of each period, each player in population i has the option to erase the realized si generated in that

period. In another word, players can selectively include past signals into their records. I denote this decision

by ei,k ∈ {0, 1} where ei,k = 1 stands for signal si,k being erased and vice versa.

For each player in population i, his record consists of the sequence of signals si that he has generated

but has not erased. Formally, the set of records for player i is denoted by Ri ≡
⋃+∞

n=0 S
n
i . If he was

born in period k, his period-k record is ∅ and his record in period t > k consists of a sequence of signals

{si,τ1 , ..., si,τn} where si,τ is the signal generated in the τ th period of his life and 1 ≤ τ1 < ... < τn ≤ t−k

such that τ ∈ {τ1, ...τn} if and only if ei,τ = 0, i.e., the signal in the τ th period of his life was not erased.

As in Takahashi (2010) and Clark, Fudenberg and Wolitzky (2021), each player observes his own records

and the current records of the players in his own group before choosing his action. Players cannot observe
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other players’ identities, age, and the calendar times at which other players’ signals were generated.

For players in population i, their strategy is given by σi ≡ (σa
i , σ

e
i ), where σa

i :
∏n

i=1Ri → ∆(Ai) is

a mapping from his current-period record and the current-period records of other players in his own group

to a distribution over his actions and σe
i : Ri × Si → [0, 1] is a mapping from his current-period record and

the realized si in that period to the probability with which he erases that signal realization from his record.4

The solution concept is steady state equilibrium, or equilibrium, which consists of a distribution over

records µi ∈ ∆(Ri) and a strategy σi for each population i ∈ I such that (i) for every i ∈ I , σi maximizes

each player in population i’s discounted average payoff when the record distribution is µ ≡ {µj}nj=1 and the

other players use strategy σ−i and (ii) the record distribution is µ when players behave according to {σi}ni=1.

There exists at least one equilibrium in the repeated game since there exists at least one Nash equilibrium

in the stage game and all players playing the stage-game Nash equilibrium regardless of their records is

an equilibrium of the repeated game. Motivated by robustness concerns, I will introduce a purifiability

refinement in Section 4 when I present results on the conditions under which players can sustain cooperation.

Remarks on the Modeling Assumptions: My baseline model assumes that a player’s record is a sequence

of signals, i.e., it contains information about the order with which the signals arrived. All my results extend

to the case where a player’s record only contains information about the number of times that this player has

generated each signal (i.e., the summary statistics), among the signals that were not erased.

In my baseline model, each player can only erase his signal in period t by the end of period t but cannot

do so after period t. All my results are robust when players can also erase his period-t signal after period t.

My results also extend to the case in which in each period, each player chooses a subset of all the signals

that he has generated and shows this subset to his current partners before observing the subset of signals

presented by his current-period partners.

My baseline model also assumes that players incur no cost to erase signals. My results are robust when

they incur an additive cost of erasing signals, as long as that cost is smaller than some cutoff (which depends

only on players’ stage-game payoffs).

In my model, players can erase signals but cannot modify their content. In practice, whether players can

modify the content of signals and their costs of doing so depend on the institutional details. My assumption

is motivated by the observation in Tadelis (2016) that many participants in online marketplaces post reviews
4Although players can observe more information in addition to their records and their current partners’ records (e.g., their

previous partners’ records, the signals they erased), focusing on this class of strategies (and equilibria resulting from these strategies)
is without loss of generality in the sense that for every equilibrium in which players condition on payoff-irrelevant information,
there exists an equivalent equilibrium in which all players use strategies from my class such that their discounted average payoffs
and the average probability with which they take each action remain unchanged.
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because they are motivated to share their opinions, to reward other people’s good behaviors and to punish

bad ones, or to provide future participants useful information. If this is the case, then it seems less plausible

(or at least more costly) to convince people to lie about their experiences than to ask them to stay silent.

My main result, Theorem 1, shows that cooperation breaks down when players are sufficiently long-lived.

This conclusion is stronger when players can only erase signals but cannot modify their content. In fact,

this result also applies when players can manipulate records in other ways, as long as each of them has the

option to erase their period-t signal by the end of period t.

3 Impossibility of Cooperation Between Long-Lived Players

Even when players can erase bad signals from their records, they may still be able to sustain cooperation

when their discount factors are large enough. The intuition is that players can be rewarded or punished based

on the length of their good records, which is something that they cannot manipulate.

My first theorem shows that such an intuition breaks down when players are sufficiently long-lived. It

requires the following non-shifting support condition on the monitoring technology:

Condition 1. The technology that monitors players in population i satisfies non-shifting support if for

every si ∈ Si, ai ∈ Ai, and a−i ∈ A−i, fi(si|ai, a−i) > 0 if and only if fi(si|ai, a′−i) > 0 for every

a′−i ∈ A−i.

My non-shifting support condition only requires the support of the distribution over player i’s signal

not depending on other players’ actions. This condition can accommodate all first-order records where the

distribution of si depends only on ai. It also allows for a large class of second-order records as long as the

support of fi ∈ ∆(Si) does not depend on a−i. One example is that si ≡ (s1i , s
2
i ) where the distribution of

s1i depends only on ai and the distribution of s2i has full support under every action profile.

For any population i, given their strategy σi and the record distribution µ, the average probability with

which player i takes action ai ∈ Ai is the probability that the following random variable assigns to ai:

∑
ri∈Ri

∑
r−i∈R−i

µi(ri)µ−i(r−i)σ
a
i (ri, r−i).

Theorem 1. Suppose there exists a population i ∈ {1, 2, ..., n} whose players have a strictly dominant

action a∗i in the stage game and the technology that monitors population i satisfies non-shifting support. For

every δ̂i ∈ (0, 1) and ε > 0, there exists δ∗ ∈ (0, 1) such that when δi > δ∗, the average probability with

which player i takes action a∗i is greater than 1− ε in every equilibrium.
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Theorem 1 implies that it is impossible to motivate patient players to take cooperative actions (i.e.,

actions other than a∗i ) when they can erase signals from their records and have sufficiently long lifespans.

This conclusion does not rely on the technologies that monitor players in other populations as well as other

populations’ stage-game payoffs, survival probabilities, and time preferences. In the product choice game,

my result implies that sufficiently long-lived sellers will almost never exert effort. In the prisoner’s dilemma

where all players have sufficiently long lifespans, my result implies that players will defect in almost all

periods in all equilibria. As a result, their average payoffs in each equilibrium of the repeated prisoner’s

dilemma, which for player i is defined as

∑
ri∈Ri

∑
r−i∈R−i

µi(ri)µ−i(r−i)ui
(
σa
i (ri, r−i), σ

a
−i(r−i, ri)

)
, (3.1)

must be arbitrarily close to their payoffs from always defecting. As will become clear later, each player’s

continuation value at the time when he was born is also close to his payoff from always defecting.

The proof is in Section 3.1. I start from a heuristic explanation. Since player i can erase signals from his

records, his continuation value must be non-decreasing once he includes an additional signal in his record.

When this player has a strictly dominant action a∗i , he has an incentive to take other actions only when doing

so can lead to a non-trivial increase in his continuation value. Therefore, he has no incentive to take any

action other than a∗i at records where his continuation value approaches the maximum and there is also an

upper bound on the maximal length of good record that he may have in any equilibrium.

When players in population i are expected to live for a long time, there will be a large mass of old player

i who have long enough good records so that their continuation values approach the maximum, as long as

young player i without long good records take cooperative actions with probability bounded above 0. The

average probability of cooperation in population i is low since old players have no incentive to cooperate.

3.1 Proof of Theorem 1

Fix any equilibrium (µ, σ) of the repeated game. Let vi ≡ mina∈A ui(a) and vi ≡ maxa∈A ui(a) denote

player i’s highest and lowest stage-game payoffs, respectively. Let

c∗ ≡ max
ai ̸=a∗i ,a−i∈A−i

{
ui(a

∗
i , a−i)− ui(ai, a−i)

}
> 0, (3.2)

which is player i’s lowest stage-game cost for not taking his strictly dominant action a∗i . Let V (ri) denote

player i’s continuation value when his current-period record is ri before observing other players’ records in
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his group. Let (ri, si) denote player i’s record which consists of the sequence ri followed by a signal si.

Since player i has the option to erase si, record (ri, si) occurs with positive probability in equilibrium only

if V (ri, si) ≥ V (ri). This implies that V (ri) ≥ V (∅) for every ri that occurs with positive probability in

equilibrium. For every k ∈ N, let Rk denote the set of player i’s records ri ∈ Ri that satisfies

V (ri) ∈
[
V (∅) + k

(1− δi)c
∗

2δi
, V (∅) + (k + 1)

(1− δi)c
∗

2δi

)
. (3.3)

By definition, ∅ ∈ R0 and there exists an integer K ≤ vi−vi
c∗ · 2δi

1−δi
+ 1 such that every ri that occurs with

positive probability in equilibrium belongs to
⋃K

j=0R
j . The rest of the proof proceeds in four steps.

Step 1: I show that there exists D > 0 such that for every ri ∈ Ri and si ∈ Si where records ri and

(ri, si) occur with positive probability in equilibrium,

V (ri, si)− V (ri) ≤
1− δi
δi

D. (3.4)

This is the only step of the proof that uses the non-shifting support condition.

At any record ri ∈ Ri and for any signal si ∈ Si, player i’s continuation value is no less than his

discounted average payoff when he plays ai regardless of his opponents’ records and then erases the realized

signal if and only if it is not si. This implies that

V (ri) ≥ (1− δi)vi + δifi(si|ai, α∗
−i)V (ri, si) + δi(1− fi(si|ai, α∗

−i))V (ri),

where α∗
−i ∈ ∆(A−i) is the distribution of other players’ actions conditional on player i’s record being ri,

which can be computed from the equilibrium (µ, σ) via Bayes rule. The above inequality is equivalent to

V (ri, si) ≤
1− δi + δifi(si|ai, α∗

−i)

δifi(si|ai, α∗
−i)

V (ri)−
(1− δi)vi

δifi(si|ai, α∗
−i)

≤ V (ri) +
1− δi
δi

· vi − vi
fi(si|ai, α∗

−i)
. (3.5)

Recall that for every si ∈ Si, there exists a ∈ A such that fi(si|a) > 0. Since fi(·|ai, a−i) satisfies non-

shifting support and Si, Ai, A−i are finite, there exists η > 0 such that for every si ∈ Si, there exists ai ∈ Ai

such that fi(si|ai, a−i) > η for every a−i ∈ A−i. Inequality (3.5) then implies (3.4) once we set D ≡ vi−vi
η .

Step 2: I derive an upper bound on the probability with which player i’s next-period record belongs to

the same Rk as his current-period record, which is a function of the probability with which he takes actions

other than a∗i in that period. Let P (Rk) denote the probability with which player i’s record in the next
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period belongs to Rk conditional on his current-period record belonging to Rk. Let E(Rk) denote the event

that player i’s current-period record belongs to Rk and he does not take action a∗i in the current period. Let

P ′(Rk) denote the probability with which player i’s next period record belongs to Rk conditional on event

E(Rk). Conditional on event E(Rk), player i prefers his equilibrium strategy to playing a∗i and then erasing

every realized signal that he has generated. This incentive constraint implies that

Esi

[
max

{
V (ri, si), V (ri)

}
− V (ri)

∣∣∣E(Rk)
]
≥ 1− δi

δi
c∗, (3.6)

where c∗ is defined in (3.2). Due to the upper bound on V (ri, si)−V (ri) derived in (3.4) as well as the fact

that V (ri, si)−V (ri) ≤ 1−δi
2δi

c∗ when (ri, si) and ri belong to the same Rk, inequality (3.6) implies that for

every k such that player i takes actions other than a∗i at Rk with strictly positive probability, we know that

P ′(Rk) ≤ 1− c∗

2D
. (3.7)

Let π(Rk) denote the probability with which player i takes actions other than a∗i conditional on his current-

period record belonging to Rk. This leads to the following upper bound on P (Rk):

P (Rk) ≤ π(Rk)P ′(Rk) + (1− π(Rk)) ≤ 1− π(Rk)
c∗

2D
. (3.8)

Step 3: I derive an upper bound for µi(R
k)(1− P (Rk)), which is the probability of the event that player

i’s current-period record belongs to Rk while his next-period record does not belong to Rk.

Let Q(Rk → Rj) denote the probability with which player i’s next-period record belongs to Rj condi-

tional on his current-period record belonging to Rk. Since ∅ ∈ R0 and player i remains active in the next

period with probability δi, the steady state record distribution for player i, denoted by µi, must satisfy:

µi(R
0) = (1− δi) + δiµi(R

0)P (R0),

or equivalently,

µi(R
0) =

1− δi

1− δiP (R0)
. (3.9)

Therefore,

µi(R
0)(1− P (R0)) =

(1− δi)(1− P (R0))

1− δiP (R0)
≤ 1− δi. (3.10)
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For any k ≥ 1, we have

µi(R
k) = δi

{
µi(R

k)P (Rk) +
k−1∑
j=0

µi(R
j)Q(Rj → Rk)

}

or equivalently,

µi(R
k) =

δi
∑k−1

j=0 µi(R
j)Q(Rj → Rk)

1− δiP (Rk)
. (3.11)

This implies that

µi(R
k)(1− P (Rk)) = δi

1− P (Rk)

1− δiP (Rk)

k−1∑
j=0

µi(R
j)Q(Rj → Rk) ≤ δi

k−1∑
j=0

µi(R
j)Q(Rj → Rk). (3.12)

Since
∑K

j=k+1Q(Rk → Rj) = 1 − P (Rk) for every k ≤ K, inequality (3.12) implies that µi(R
k)(1 −

P (Rk)) ≤ 2k−1(1− δi), and therefore,

K∑
k=0

µi(R
k)(1− P (Rk)) ≤ 2K(1− δi). (3.13)

Step 4: I derive an upper bound for µi(R
k)π(Rk), which is the probability of the event that player i’s

current-period record belonging to Rk but he does not take action a∗i in the current period. This together

with the upper bound on K leads to an upper bound on
∑K

k=0 µi(R
k)π(Rk).

Since D ≥ c∗, equations (3.8) and (3.9) together imply that when δi is close to 1,

µi(R
0)π(R0) =

(1− δi)π(R
0)

1− δiP (R0)
≤ (1− δi)π(R

0)

1− δi + δiπ(R0) c∗

2D

≤ (1− δi) ·
1

1− δi + δi
c∗

2D

≤ X(1− δi) (3.14)

where X ≡ 2D
c∗ . For every k ≥ 1, equations (3.8) and (3.11) imply that

µi(R
k)π(Rk) =

δiπ(R
k)

∑k−1
j=0 µ1(R

j)Q(Rj → Rk)

1− δiP (Rk)
≤ δiX

k−1∑
j=0

µi(R
j)Q(Rj → Rk). (3.15)

Similar to the derivation of (3.13), we have

1−
∑
r∈R

µ(r)σa
i (r)[a

∗
i ]︸ ︷︷ ︸

the average probability that player i does not play a∗i

=

K∑
k=0

µi(R
k)π(Rk) ≤ 2KX(1− δi). (3.16)

Since X is a constant that depends only on stage-game payoffs and K is bounded above by a linear function
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of (1 − δi)
−1, the right-hand-side of (3.16) converges to 0 once we fix the value of δ̂i (and hence, K is

bounded from above given that δi < δ̂i) and send δi → 1. This implies that when δi is close to 1, the

probability with which
∑

r∈R µ(r)σa
i (r) assigns to a∗i must be close to 1.

4 Cooperation Between Players with Intermediate Lifespans

In this section, I focus on the prisoner’s dilemma with two player-roles, i.e., two populations of players. I

provide conditions under which players can sustain cooperation when their expected lifespans are interme-

diate. In the prisoner’s dilemma, players’ stage-game payoffs are

- C D

C 1, 1 −l, 1 + g

D 1 + g,−l 0, 0

with g, l > 0.

I distinguish between the case with submodular payoff g > l, and the one with supermodular payoffs g ≤ l.

Motivated by robustness concerns of mixed-strategy equilibria against players’ private information about

their payoffs, I provide conditions under which players can sustain cooperation in purifiable equilibria. The

notion of purifiability was introduced by Harsanyi (1973) and was incorporated into the analysis of dynamic

games by Bhaskar (1998), Bhaskar, Mailath and Morris (2013), and Bhaskar and Thomas (2019). Unlike

in static games where all equilibria are purifiable under generic payoffs, there are many mixed-strategy

equilibria in dynamic games that are non-purifiable (see Bhaskar 1998 for a well-known example).

My definition of purifiable equilibria in repeated games follows from that in Bhaskar and Thomas (2019).

Recall that the stage game in my model is a finite normal-form game Γ ≡ {I, A, u}, which I call the

unperturbed stage game. For every ε > 0, an ε-perturbed stage game is denoted by Γ(ε), in which the

set of players and the set of actions are the same as in the unperturbed stage-game but player i’s payoff is

given by ui(ai, a−i) + εzi(ai), where zi(ai) is a random variable that is interpreted as a payoff shock that

affects player i’s payoff from playing ai. As in Harsanyi (1973), I assume that the distribution of zi(ai) has

bounded support and no atom, and that these random variables are independently distributed across actions,

players, and periods. Each period, before player i acts, he observes the realized shocks {zi(ai)}ai∈Ai for

the current period but not the payoff shocks of the other players and those in future periods. An equilibrium

(σ, µ) of the unperturbed repeated game is purifiable if for every sequence ε → 0, there exist a sequence of

equilibria (σ(ε), µ(ε)) of the ε-perturbed repeated games Γ(ε) that converge to (σ, µ).

I start from a result showing that it is impossible to sustain any cooperation in any purifiable equilibrium

in the supermodular prisoner’s dilemma.
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Theorem 2. Suppose g ≤ l. There is no purifiable equilibrium in which the average probability of

playing C is strictly positive regardless of {δ̂i, δi}i∈{1,2} and the monitoring technology.

The proof is in Section 4.1. I discuss the implications of this theorem after stating the next result.

Next, I present a positive result on the submodular prisoner’s dilemma. In order to simplify the expo-

sition, I focus on the case where players have the same time preference and the same expected lifespan,

that is, δ̂1 = δ̂2 ≡ δ̂ and δ1 = δ2 ≡ δ, which implies that δ1 = δ2 ≡ δ. For tractability purposes, I also

assume that each player’s signal si perfect reveals his action ai. This allows for first-order records in which

the distribution of a player’s signal does not depend on other players’ actions as well as any second-order

record in which si can reveal ai.

Theorem 3. Suppose g > l and si perfectly reveals ai for every i ∈ {1, 2}. There exists δ∗ ∈ (0, 1)

such that for every δ̂ > δ∗, there exists a non-empty interval [δ′, δ′′] ⊂ (0, 1) such that for every δ ∈ [δ′, δ′′],

there exists a purifiable equilibrium in which the average probability of playing C is strictly positive.

The proof is in Section 4.2. The equilibrium constructed in my proof is robust to a small amount of

recording noise considered in Clark, Fudenberg and Wolitzky (2021), that is, the space of signal realizations

Si coincides with the action space Ai and players’ signals coincide with their actions with probability close

to but less than 1. Theorem 3 is also robust when players in different populations have different time

preferences and survival probabilities, as long as these differences are not too large.

I discuss the implications of Theorems 2 and 3. First, Theorem 3 suggests that communities that consist

of members with intermediate expected lifespans can sustain cooperation even when these people can selec-

tively erase records and only first-order records are available. This conclusion stands in contrast to Theorem

1 that the maximal level of cooperation goes to 0 as players’ expected lifespans diverge to infinity.

The comparison between Theorems 1 and 3 suggests that the maximal level of cooperation a community

can sustain is not monotone with respect to the expected lifespans of its members. In particular, fixing

players’ stage-game payoffs and time preference δ̂ ∈ (0, 1), the maximal probability with which players

play C in equilibrium is strictly greater than 0 when δ is intermediate but converges to 0 as δ → 1. Such

a non-monotonicity stands in contrast to the standard conclusions in the theory of repeated games and

community enforcement that players have stronger incentives to cooperate when they have larger discount

factors. The intuition is that while players with very short expected lifespans (e.g., those with δi close to 0)

have no incentive to cooperate due to their impatience, communities consisting of players with arbitrarily

long lifespans also cannot sustain cooperation since (i) players with long good records have no incentive to

cooperate when they can erase bad signals from their records and (ii) when players are sufficiently long-
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lived, there will be a significant mass of players with long good records as long as young players without

long good records cooperate with non-trivial probability.

Second, the comparison between Theorems 2 and 3 suggests that players can sustain cooperation in

purifiable equilibria in the submodular prisoner’s dilemma but cannot sustain any cooperation in the su-

permodular prisoner’s dilemma.5 This stands in contrast to the takeaways in Takahashi (2010), Heller and

Mohlin (2018), and Clark, Fudenberg and Wolitzky (2021) that when records are first order, it is easier to

sustain cooperation when payoffs are supermodular compared to the case where payoffs are submodular.6

For some intuition, note that a player has no incentive to cooperate when his continuation value ap-

proaches its maximum. In order to deliver a high continuation value to those players, other players need

to cooperate with them with positive probability. When players’ actions are strategic complements, and

suppose there exists a player who has an incentive to cooperate with an opponent who always defects, he

will have an incentive to cooperate with any opponent with any record. This contradicts the hypothesis that

some of those players who always defect are supposed to receive the highest continuation value.

When players’ actions are strategic substitutes and their expected lifespans are intermediate, they can

sustain cooperation in the following equilibrium. Players in each population are divided into two subgroups:

juniors with no C in their records and seniors with at least one C in their records. Seniors play D against all

opponents. Juniors play C against seniors and mix between C and D against other juniors. Due to strategic

substituability, when a junior is indifferent between C and D against another junior who mixes between C

and D, he will have a strict incentive to play C against seniors who always play D. Such an equilibrium is

purifiable since all incentives are strict except for the case in which two juniors are matched.

In order for the above strategy profile to be part of an equilibrium, players’ expected lifespans cannot

be too short. This is because otherwise, their effective discount factors will be too low, which precludes

their incentives to cooperate. Their expected lifespans cannot be too long since otherwise, there will be too

many seniors in the population who are unwilling to cooperate. Anticipating this, juniors will also have no

incentive to cooperate since their continuation value once they become senior is also very low.

Given that players can sustain a positive level of cooperation in purifiable equilibria in the submodular

prisoner’s dilemma, one may wonder whether there is a folk theorem. I show that the answer is no when

players can erase signals. In particular, there is a uniform upper bound p ∈ (0, 1) on the average probability

5When payoffs are supermodular, one can construct equilibria in which the average probability with which players play C is
strictly positive as long as g ≤ l ≤ 1 + g although those equilibria are not purifiable.

6Heller and Mohlin (2018) study a community enforcement model in which there are mixed-strategy commitment types and
each player can observe k random samples of their partner’s past play before choosing their actions. Takahashi (2010) and Clark,
Fudenberg and Wolitzky (2021)’s negative results on the submodular prisoner’s dilemma with first-order records restrict attention
to strict equilibria, which is a subset of purifiable equilibria considered in the current paper.
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of cooperation in any equilibrium (including those that are non-purifiable) regardless of players’ stage-game

payoffs, time preferences, expected lifespans, and the technologies that monitor their behaviors.

Theorem 4. There exists p ∈ (0, 1) such that for every (l, g), (δ̂1, δ̂2, δ1, δ2), {fi(·|a1, a2)}i∈{1,2}, and

in every equilibrium, there exists a player-role whose average probability of playing C is no more than p.

The proof is in Section 4.3. The intuition is that if the average probability with which player 1 plays C

is close to 1, then with probability close to 1, player 2 will have records such that unconditional on player

1’s record, player 1 will play C against these records of player 2’s with probability close to 1. Since player

2 has the ability to erase signals, player 2 at such records can secure a payoff close to 1 + g by playing D

in every period and erasing every realized signal. This payoff lower bound leads to an upper bound on the

average probability with which player 2 plays C, which is bounded below 1.

4.1 Proof of Theorem 2

Suppose by way of contradiction that there exists a purifiable equilibrium where player 1 plays C with

positive probability. Let V1(r) denote player 1’s expected continuation value when his record is r, be-

fore observing his current partner’s record. Let V 1 ≡ supr∈R V1(r) denote the supremum of player 1’s

continuation value within this equilibrium. Since player 1 can erase signals from his records, for every

δ̂1, δ1 ∈ (0, 1), there exists ε > 0 such that player 1 strictly prefers to play D at any record r∗ that satis-

fies V1(r
∗) ≥ V 1 − ε. Since player 1 plays C with positive probability in this equilibrium, it cannot be

the case that he has the same continuation value at all of his records. Therefore, there exists r∗ such that

V1(r
∗) > V 1− ε and V1(r

∗) > V1(∅). Hence, there exists a record r′ of player 2’s such that r′ plays C with

strictly higher probability against player 1 with record r∗ than against player 1 with record ∅.

When g < l, this is incentive compatible only when player 1 with record ∅ plays D for sure against

player 2 with record r′. As a result, player 2 with record r′ plays C with different probabilities against

player 1 with records r∗ and ∅ despite his payoffs are the same when he faces player 1 with record r∗ and

when he faces player 1 with record ∅. This contradicts the hypothesis that the equilibrium is purifiable.

Similarly, when g = l, player 2 with record r′ needs to play C with different probabilities against player

1 with record r∗ and those with record ∅ despite his payoffs are the same when he faces player 1 with record

r∗ and when he faces player 1 with record ∅. Such a mixed strategy is not purifiable.
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4.2 Proof of Theorem 3

I construct a purifiable equilibrium where the average probability with which players play C is strictly

positive when δ is intermediate and g > l. I partition the set of records into two categories. I say that a

player is junior if there is no C in his record and is senior otherwise. The number of D a player has in

his record does not affect whether he is senior or junior. Seniors play D against everyone. Juniors play

C against seniors and play C with probability q ∈ (0, 1) against other juniors. Let µ0 and µ1 denote the

probabilities with which a player is junior and is senior. Let V0 and V1 denote the continuation values of a

junior and of a senior. Each junior is indifferent between C and D when facing another junior, which gives:

(1− δ)u1(C, q) + δV1 = (1− δ)u1(D, q) + δV0,

or equivalently,

V1 − V0 =
1− δ

δ

(
qg + (1− q)l

)
. (4.1)

This incentive constraint leads to a lower bound on δ since V0 ≥ 0 and V1 ≤ 1 + g.

Since payoffs are strictly submodular, a junior’s incentive to play C against another junior implies his

strict incentive to play C against any senior. Each junior’s continuation value satisfies

V0 = µ0

{
(1− δ)u1(C, q) + δV1

}
+ µ1

{
(1− δ)u1(C,D) + δV1

}
which from (4.1), is equivalent to

V0 = q(µ0 + g − µ1l). (4.2)

Since a senior’s continuation value is V1 = µ0(1 + g), equations (4.1) and (4.2) together imply that

µ0(1 + g) = q(µ0 + g − µ1l) +
1− δ

δ

(
qg + (1− q)l

)
,

or equivalently,

(1− q)µ0 =
1− δ

δ
· l

1 + g
+ q

g − l

1 + g

(1
δ
− µ0

)
. (4.3)

The steady state record distribution (µ0, µ1) satisfies

µ0 = (1− δ)︸ ︷︷ ︸
newborns are junior

+δµ0 · µ0(1− q)︸ ︷︷ ︸
the probability that a junior remains junior in the next period

, (4.4)
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which is a second order polynomial of µ0. For any q ∈ (0, 1), there are two solutions to (4.4) and only the

smaller one belongs to the interval (0, 1). As a result, µ0 is strictly decreasing in q, where µ0 = 1− δ when

q = 1 and µ0 = (1− δ)/δ when q = 0. Since the LHS of (4.3) is strictly decreasing in q and equals 0 when

q = 1 and the RHS of (4.3) is strictly increasing in q and is always strictly positive, there exists a solution

to (4.3) and (4.4) if and only if the LHS is no less than the RHS when q = 0, or equivalently,

1− δ

δ
≥ 1− δ

δ
· l

1 + g
. (4.5)

This leads to an upper bound on δ for any fixed δ̂ ∈ (0, 1). Since δ > δ, for every fixed δ̂ large enough

(recall the lower bound on δ implied by (4.1)), an equilibrium with a positive level of cooperation exists

when δ belongs to some interval [δ′, δ′′] ⊂ (0, 1). The purifiability of this equilibrium then follows from

standard arguments since players have strict incentives except when two juniors are matched.

4.3 Proof of Theorem 4

Suppose by way of contradiction that there does not exist such a uniform upper bound p ∈ (0, 1) on the

average probability of playing C. Then for every ε > 0, there exist a parameter configuration l, g > 0,

(δ̂1, δ̂2, δ1, δ2) ∈ [0, 1)4, and {fi(·|a1, a2)}i∈{1,2} as well as an equilibrium under these parameters such

that each player-role’s average probability of cooperation is at least 1 − ε. Let µi denote the steady state

distribution of player i’s records. Let Rη denote the set of player i’s records such that the probability with

which player −i cooperates with these records is at least 1 − η. By definition, µi(Rη) ≥ 1 − ε
η . Since

player i can take action D and erase whatever signal he generates, his average continuation value is at least

(1+g)
(
1− ε

η

)
(1−η). When ε is small enough, the above expression is strictly greater than (1−ε)+ε(1+g),

which is the maximal payoff a player can obtain when he cooperates with probability more than 1− ε. This

contradicts the hypothesis that his average probability of cooperation being greater than 1− ε.
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