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ABSTRACT

An algorithm is presented for the special integer linear program known as the set partitioning problem. This problem has a binary coefficient matrix, binary variables, and unit resources. Furthermore, all of its constraints are equations. In spite of its very special form, the set partitioning problem has many practical interpretations. The algorithm is of the implicit enumeration type. A special class of finite mappings is enumerated rather than the customary set of binary solution vectors. Linear programming is used to obtain bounds on the minimal costs of the subproblems that arise. Computational results are reported for several large problems.
1. Introduction

The integer linear program of the special form:

\[(\text{PP})\] minimize $\sum_{j=1}^{n} c_j y_j$

subject to $\sum_{j=1}^{n} a_{ij} y_j = 1$ for $i=1,\ldots,m$

$y_j = 0$ or $1$ for $j=1,\ldots,n$

where $a_{ij} = 0$ or $1$ for all $i$, $j$ and $c_j \geq 0$ for all $j$,

is known as the set partitioning problem. It is a special case of the well-known set covering problem which has inequality (2) rather than equality constraints. The name "set partitioning problem" comes from the following interpretation. Think of each column of $A = (a_{ij})$ as a subset $A_j$ of the index set $I = \{1,\ldots,i,\ldots,m\}$ where $i \in A_j$ if and only if $a_{ij} = 1$. The problem is then to select a set of columns which gives a minimal cost partition of $I$.

1.1 Applications

Covering and partitioning problems have been studied widely because of their many practical applications and because of their intriguing binary structure. Applications for the partitioning problem which have appeared in the literature include airline crew scheduling [1,23,38,60], airline fleet scheduling [26], truck routing [4,6,10,24,30], political districting [16,43], information retrieval [12], symbolic logic [8], switching theory [3,7,29,34], stock cutting [31], line balancing [35], capacity balancing [39], PERT-CPM [8], capital investment [42], coloring problems [5], location of offshore drilling platforms [9], and facilities location [33].
Many of these references are discussed in the recent survey by Garfinkel [14]. The airline crew scheduling problem will be described here, since this application was the main impetus to the development of the present algorithm and the source for the numerical data used to test it.

Several major airlines employ a model of the crew scheduling process that first appeared in [36]. This model can be described as follows. Given the airline's timetable, a set of possible crew rotations can be generated. Each crew rotation is a sequence of scheduled flight segments constituting a round trip — that is, a sequence departing from and returning to one of the airline's crew bases. In order to be flyable, a rotation must comply with all of the relevant federal, company, and union regulations; e.g., the crew must return to its base within three days. Since these regulations can be specified exactly, many thousands of flyable rotations can be generated rapidly by computer. A cost is calculated for each rotation, in accordance with the airline's contract with the pilot's union. Once a complete set $J$ of flyable rotations has been generated, the problem is to select out an optimal subset. A subset $J^1$ is feasible if every flight segment belongs to exactly one of the rotations in $J^1$. An optimal subset is a feasible subset with minimal cost.

Formally, let $I = \{1, \ldots, m\}$ index the flight segments and $J = \{1, \ldots, n\}$ index the given set of flyable crew rotations. Define an incidence matrix $A = (a_{ij})$ by

$$a_{ij} = \begin{cases} 1 & \text{if flight segment } i \text{ is on rotation } j \\ 0 & \text{otherwise} \end{cases}$$

and let $c_j$ denote the cost of rotation $j$. Then (PP) is a mathematical statement of the problem just described, provided we make the obvious interpretation:
\[ y_j = \begin{cases} 
1 & \text{if rotation } j \text{ is selected for } j^1 \\
0 & \text{otherwise} 
\end{cases} \]

Unfortunately, even the plethora of federal, company, and union regulations still allows a very large number of flyable rotations. Thus each of the airlines that contributed problems to this study also incorporated heuristic rules in its rotation generator. These rules were derived by the manual schedulers and reflect their conception of what a "good" rotation ought to look like. Under these heuristics \( J \) becomes a set of "acceptable" rotations.

The set partitioning problem was deemed worthy of intensive study because of its many applications and because its special structure promises that useful results can be obtained for very large problems. The goal of this study was to devise an algorithm for partitioning problems that are large enough to be of practical utility. This meant on the order a few hundred constraints in (PP) and several thousand binary variables. problems of this magnitude have been beyond the scope of most special purpose algorithms previously developed, and far beyond the scope of general purpose integer programming algorithms. Furthermore, the special purpose algorithms have often been unsuccessful when any general linear constraints are appended to (PP). Such side conditions are very common in applications. In the airline case, for example, there are crew base constraints. These are of the form:

\[
(CB) \quad \sum_{j \in D_s} h_j y_j \leq M_s \quad \text{for } s=1,\ldots,q
\]

where \( h_j \) is the number of flying hours, per month, associated with rotation \( j \), \( M_s \) is the maximum number of flying hours available, per month, at crew base \( s \), and \( D_s \) is the set of rotations flown out of crew base (or domicile) \( s \).
The goal of this research, then, was to devise a special algorithm for problem (PP) which would be able to solve large problems in a reasonable amount of time, even in the presence of a limited number of side conditions.

1.2 Other Approaches

Several other algorithms for set covering and partitioning problems have appeared recently. Those which have had significant computational success will be mentioned here. Note that all of them begin by relaxing the binary condition on \( y \) (i.e. allowing \( 0 \leq y \leq 1 \)) and solving the resulting linear program. This is true of the present algorithm as well. The differences lie in the method of getting from the continuous optimum to the discrete optimum. The three alternatives that have been tried are cutting planes, group theory, and enumeration. While all three have been successful, enumeration has a clear advantage when there are side conditions. Both the cutting plane and the group theory approaches work best when the determinant of the optimal LP basis is small. This is usually the case for pure covering and partitioning problems. Appending general linear constraints, however, often causes this determinant to become very large.

Fortunately, the same test problem has been solved by one algorithm from each class: cutting plane, group theoretic, and enumerative. This problem, to be called UAI, was generated by United Airlines. It is a partitioning problem (i.e. equality constraints) with 117 rows and 4,845 binary variables. There are no crew base constraints. The present author's enumerative algorithm (to be presented in Section 3) solved problem UAI in 8 minutes on an IBM 360/91. (For this type of program the Model 91 is about twice as fast as a Model 65.)
Glenn Martin of Control Data Corporation has solved a great many covering and partitioning problems with a proprietary cutting plane algorithm. He reports [28] that a typical moderate-sized airline crew scheduling problem of about 100 inequality constraints and 4,000 binary variables takes on the order of 10 minutes to solve on a CDC 3600. A typical larger problem of 150 rows and 7,000 binary variables can often be solved with a few cuts in the order of 40 minutes of CDC 3600 time. Note that these figures are for covering problems. Problem UAI, with equality constraints, took 55 minutes on the CDC 3600. This suggests that partitioning problems may be considerably harder to solve than covering problems, at least for a cutting plane algorithm. We shall return to this point later. Attempts to solve problems with crew base constraints have apparently been unsuccessful.

Thirier [40] has developed a group theoretic algorithm based on the ideas in [16,17]. His computational experience is somewhat difficult to interpret since for large problems he uses a "semi automatic inspection" procedure in which part of the problem is "solved by visual inspection rather than by a program." This presumably involves recognition of simple group structures. He has solved several covering and partitioning problems, again of the airline crew scheduling type. Problem UAI was solved in 22 minutes of IBM 360/65 time, plus an unspecified amount of "visual inspection" time. No results are reported for problems with crew base constraints.

A purely enumerative algorithm for the partitioning problem was developed by Pierce [10]. Without any help from linear programming, problems with up to a dozen equality constraints and several hundred binary variables were solved in a few seconds. More recently [32], linear programming has been incorporated so that larger problems could be handled.
For example, the new algorithm solved a truck routing problem with 60 equality constraints and 3,316 binary variables in about 11 minutes on an IBM 360/67.

Another enumerative algorithm for both covering and partitioning problems which uses linear programming has been proposed by Lemke, Salkin, and Spielberg, [25]. Their results include a partitioning problem with 50 equality constraints and 905 binary variables that was solved in 11 minutes on an IBM 360/50. The test problems used were of diverse origins, many being simply randomly generated.

The algorithm to be developed here differs from the other enumerative algorithms mentioned above in that it does not proceed in terms of decisions about individual variables. That is, the basic choice involved is not whether a certain variable should be used or not used (i.e., which specific variable should cover a particular row). Instead, the variables are grouped together in classes and the basic choice involved is which class should be responsible for covering a particular row. The status of individual variables is then determined automatically. The very large number of variables present in any realistic partitioning problem makes this approach quite attractive. Since essential use will be made of the equality constraints, however, the resulting algorithm will be confined to the partitioning problem and will not be able to solve the slightly more general covering problem. This specialization was regarded as worthwhile for two reasons. First, the partitioning problem is of great interest in its own right. The variety of applications mentioned in Section 1.1 above makes this clear. In some instances the partitioning and covering models both apply and represent slight variations in the underlying problem. This is the case for airline crew scheduling. In other applications only
the partitioning model is relevant. For example, in political districting each census tract must belong to exactly one voting district. Second, it was believed that much larger partitioning than covering problems could be solved -- this because of the severity of the equality constraints. The validity of this conjecture will be discussed in Section 6.

1.3 Reformulation

In most of the remainder of this paper it will be more convenient to discuss problem (PP) in terms of sets and partitions than in terms of constraints and variables. Let us begin by giving the set theoretic statement of the problem. Let $I = \{1, \ldots, n\}$ be the row index set and $J = \{1, \ldots, m\}$ be the column index set. Then

$$A_j = \{i \in I \mid a_{ij} = 1\} \quad \text{for } j \in J$$

is the subset of $I$ containing exactly those rows covered by column $j$.

A subset $J^1 \subseteq J$ is called a covering of $I$ if

$$\bigcup_{j \in J^1} A_j = I.$$  

Any covering of $I$ is a partition of $I$ if the corresponding sets are mutually disjoint:

$$j, k \in J^1 \text{ and } j \neq k \implies A_j \cap A_k = \emptyset.$$  

Let $F$ denote all those partitions of $I$ that can be obtained from the columns of the matrix $A$,

$$F = \{J^1 \subseteq J \mid J^1 \text{ satisfies (1.2) and (1.3)}\}.$$  

Then problem (PP) can be stated as:

$$\text{(PP)} \quad \text{Choose } J^1 \in F \text{ so as to minimize } \sum_{j \in J^1} c_j.$$  

The algorithm developed below will perform an implicit enumeration of the set $F$. 
2. The Enumerative Scheme

The task in this section is to derive an efficient scheme for exhaustively enumerating the set $\mathcal{F}$ of feasible solutions to problem (PP). This scheme will serve as the framework for the implicit enumeration to be introduced in Section 3. The approach will be to show that $\mathcal{F}$ is in one-to-one correspondence with another set, $\mathcal{G}$, for which there is a very natural procedure.

2.1 Derivation of $\mathcal{G}$

The key idea to be exploited here is that the sets $A_j$ can be grouped into classes in such a way that no two sets from the same class can appear together in any member of $\mathcal{F}$. If $B$ is any subset of $J$, then we shall call $B$ an interference class if

$$j, k \in B \text{ and } j \neq k \text{ implies } A_j \cap A_k \neq \emptyset.$$  

If $B$ is an interference class and $J^1 \subseteq B$, then the set $J^1 \cap B$ must either be a singleton or else be empty. For suppose that $j, k \in J^1 \cap B$ with $j \neq k$.

Then by the above definition we see that

$$A_j \cap A_k \neq \emptyset$$

and hence that $\{A_j \}_{j \in J^1}$ cannot be a partition of $I$. A sufficient condition for $B \subseteq J$ to be an interference class is:

$$\bigcap_{j \in B} A_j \neq \emptyset.$$  

(2.1)

The next step is to partition $J$ into interference classes. This can be done in a variety of ways, any of which will suffice. For example, define
(2.2) \( e_j = \min \{ 1 \leq i \leq m \mid a_{ij} = 1 \} \)

(2.3) \( E_t = \{ j \in J \mid e_j = t \} \).

Then

(2.4) \( J = \bigcup_{t=1}^{m} E_t \)

where each non-empty \( E_t \) is an interference class, since

(2.5) \( \bigcap_{j \in E_t} A_j \supseteq \{ t \} \neq \emptyset \)

and hence \( E_t \) satisfies the sufficient condition (2.1). It can therefore be assumed that a partition

(2.6) \( J = \bigcup_{t \in T} B_t \)

is given, where \( T = \{ 1, \ldots, p \} \) and each \( B_t \) is non-empty and an interference class. The \( B_t \) will be referred to as blocks. As demonstrated by the example above, we can assume that \( p \leq m \). By the argument given above it follows that if \( J \subseteq F \), then for each \( t \in T \) the set \( J \cap B_t \) is either a singleton or empty.

Now consider the class of functions \( g \) which map the set \( I \) into the set \( T \). Denote this class by \( G \),

(2.7) \( G = \{ g : I \rightarrow T \} \).

An element of \( G \) assigns each row to a specific block (interference class).

Each function \( g \) also induces a partition of \( I \), since

(2.8) \( I = \bigcup_{t \in T} g^{-1}(t) \)

for any \( g \in G \), where

(2.9) \( g^{-1}(t) = \{ i \in I \mid g(i) = t \} \)

i.e. \( g^{-1}(t) \) is the set of rows which are assigned to block \( t \) by \( g \). The
fact that each function $g$ induces a partition of $I$ suggests a relationship between the elements of $G$ and those of $F$.

A one-to-one correspondence between the set of feasible solutions $F$ and a subset of $G$ can be established in the following manner. Let $g \in G$. For each $t \in T$ look at the rows which have been assigned to $B_t$ by $g$, this is $g^{-1}(t)$. If there is at least one such row (i.e. if $g^{-1}(t) \neq \emptyset$), check to see if $B_t$ contains a column $j$ for which $A_j = g^{-1}(t)$. If such a column can be found for every $t \in T$ with $g^{-1}(t) \neq \emptyset$, then the collection of these columns is a partition of $I$. To formalize this, define

$$B_e(g) = \{ j \in B_t | A_j = g^{-1}(t) \}$$

for each $e \in G$ and $t \in T$. Notice that this set is either a singleton or empty. For column $j$ to belong, $A_j$ must exactly match $g^{-1}(t)$. (It can be assumed without loss of generality that all columns are unique.)

Definition (2.10) permits characterization of the subset of $G$ which is in one-to-one correspondence with $F$, namely

$$G = \{ g \in G | B_e(g) \neq \emptyset \text{ for all } t \text{ with } g^{-1}(t) \neq \emptyset \} .$$

The one-to-one correspondence is easily demonstrated:

1) Given $g \in G$, let

$$J^1 = \{ t \in T | B_e(g) \} .$$

Since $g \in G$ we know that $B_e(g)$ is a singleton, $\{ j_e \}$, for each $t \in \mathbb{T}^1$, where

$$\mathbb{T}^1 = \{ t \in T | g^{-1}(t) \neq \emptyset \} .$$

Therefore

$$J^1 = \{ j_e \} \text{ for } t \in \mathbb{T}^1,$$

and $A_{j_e} = g^{-1}(c)$ for $t \in \mathbb{T}^1$. 

It follows that
\[ I = \bigcup_{t \in \mathcal{T}} g^{-1}(t) = \bigcup_{t \in \mathcal{T}} g^{-1}(t) = \bigcup_{t \in \mathcal{T}} \bigcup_{j \in J^1} A_j \bigcup_{t \in \mathcal{T}} A_j . \]

The disjointness of the sets \( A_j \) for \( j \in J^1 \) follows from that of the sets \( g^{-1}(t) \) for \( t \in \mathcal{T} \). Thus \( J^1 \in \mathcal{F} \).

ii) Let \( J^1 \in \mathcal{F} \) so that \( \bigcup_{j \in J^1} A_j = I \).

Define \( g \) on \( I \) by defining it on each \( A_j \). For each \( j \in J^1 \), let \( g \) map all of the rows in \( A_j \) onto the block which contains column \( j \).

If \( g^{-1}(t) \neq \emptyset \), then
\[ g^{-1}(t) = A_{j^*} \] where \( \{j^*\} = J^1 \cap B_t \)

so that
\[ B_t(g) = \{j^*\} \neq \emptyset . \]

Therefore \( g \in \mathcal{G} \).

In terms of the \( g \)-functions, problem \((PP)\) can be restated as:

\[(PP) \quad \text{minimize cost } (g) \text{ subject to } g \in \mathcal{G}, \]

where \( \text{cost } (g) = \sum_{j \in J^1} c_j \)

and \( J^1 = \bigcup_{t \in \mathcal{T}} B_t(g) . \)
2.2 Enumeration of $G$

The first purpose of this section has now been accomplished. The set $G$ has been defined and shown to be in one-to-one correspondence with the set $F$. Enumerating the functions in $G$ is therefore equivalent to enumerating the partitions in $F$. The specification of a function $g \in G$ can be viewed as an $m$-stage decision process: at stage $i$, $g(i)$ is chosen from among the elements of $T$. An enumeration of these functions can be confined to $G$ by suitably restricting the range of choice at each stage. That is, if $g(1), ..., g(r)$ have already been determined, then $g(r+1)$ will be chosen from a certain set $T^r \subseteq T$ rather than from the entire set $T$. As a result, every complete mapping $g(1), ..., g(m)$ enumerated will belong to $G$. The method of determining the set $T^r$ is the next order of business.

The definitions introduced above will now be generalized in a very straightforward way. Let $1 \leq r \leq m$ so that

$$\{1, \ldots, r\} \subset I$$

and define

$$G^r = \{g^r : \{1, \ldots, r\} \rightarrow T\}$$

$$A^r_j = A_j \cap \{1, \ldots, r\} \quad \text{for all } j \in J.$$ 

Each $g^r \in G^r$ is called an $r$-partial function since it maps only the first $r$ rows of $I$ into $T$. Definitions (2.10) and (2.11) are generalized to

$$B^r_{L}(g^r) = \{s_L \mid A^r_s = g^r^{-1}(s)\}$$

$$D^r_{G}(g^r) = \{L \mid B^r_{L}(g^r) \neq \emptyset \text{ for all } t \text{ with } g^r^{-1}(t) \neq \emptyset\}.$$

The set $B^r_{L}(g^r)$ contains all those columns of $B_L$ that match $g^r^{-1}(t)$, up to row $r$. Note that when $r = m$, $B^r_{L}(g^r)$ must either be a singleton or empty. When $r < m$, however, $B^r_{L}(g^r)$ may contain several columns. Clearly

$$G = G^m$$

and $G = G^m$. 

The problem of enumerating only those complete (or partial) mappings which belong to $\mathcal{G}$ will now be reduced to a simpler problem. Let us make the convention that $G^0 = \emptyset$. Given an arbitrary $\mathcal{G}_r \subseteq \mathcal{G}^r$, where $0 \leq r \leq m$, it now suffices to know which $(r+1)$-partial extensions of $\mathcal{G}_r$ belong to $\mathcal{G}^{r+1}$. To see how this may be determined, let $h$ be an extension of $\mathcal{G}_r$:

$$h(i) = \xi_r(i) \quad \text{for } i = 1, \ldots, r$$

(2.17)

$$h(r+1) = \xi^*$$

What conditions on the choice of $\xi^*$ will ensure that $h \in \mathcal{G}^{r+1}$? From (2.17) it follows that

$$h^{-1}(\xi^*) = \mathcal{G}_r^{-1}(\xi^*) \cup \{r+1\}$$

(2.18)

$$h^{-1}(t) = \mathcal{G}_r^{-1}(t) \quad \text{for } t \neq \xi^*$$

(2.19)

We must consider the sets $\mathcal{B}_t^{r+1}(h)$ and $\mathcal{B}_t^{r+1}(h)$ for $t \neq \xi^*$.

$$\mathcal{B}_t^{r+1}(h) = \{ j \in \mathcal{B}_t^r \mid a_j = h^{-1}(t) \}$$

$$= \{ j \in \mathcal{B}_t^r \mid a_j = \xi_r^{-1}(t) \cup \{r+1\} \}$$

$$= \{ j \in \mathcal{B}_t^r \mid a_j = \xi_r^{-1}(t) \text{ and } \xi_t^{-1}(\xi^*) \}.$$

Therefore $\mathcal{B}_t^{r+1}(h)$ contains all of the columns of $\mathcal{B}_t^r(\mathcal{G}_r)$ which also cover row $(r+1)$.

$$\mathcal{B}_t^{r+1}(h) = \mathcal{B}_t^r(\mathcal{G}_r) \cap \mathcal{B}_t^{r+1}$$

where, for each $i \leq l$,

$$\mathcal{B}_t^{r+1} = \{ j \in \mathcal{J} \mid a_{ij} = 1 \}.$$

(2.20)

Thus $\mathcal{B}_t^{r+1}$ is just the set of all columns which cover row $(r+1)$. Now consider any $t \in \mathcal{T}$, $t \neq \xi^*$, for which $\mathcal{B}_t^{r+1}(t) \neq \emptyset$.
\[ B_{\xi}^{r+1}(h) = \{ j \in B \mid A_j^{r+1} = h^{-1}(t) \} \]
\[ = \{ j \in B \mid A_j^{r+1} = S_{\xi}^{r+1}(t) \} \]
\[ = \{ j \in B \mid A_j^r = S_{\xi}^{r+1}(t) \text{ and } r + 1 \leq A_j \}. \]

\( B_{\xi}^{r+1}(h) \) contains all of the columns of \( B_{\xi}^r(S_{\xi}) \) which do not cover row \( (r+1) \).

Defining, for \( i \in I \),
\[(2.22) \quad R_i^0 = \{ j \in J \mid a_{ij} = 0 \} = J - R_i^1 \]
gives us
\[(2.23) \quad B_{\xi}^{r+1}(h) = B_{\xi}^r(S_{\xi}) \cap R_i^0 \]
for \( t \neq t^* \). The conditions that must be imposed on \( t^* \) follow immediately from (2.20) and (2.23):

\[(C1) \quad B_{\xi}^r(S_{\xi}) \cap R_i^1 \neq \emptyset \]
\[(C2) \quad B_{\xi}^r(S_{\xi}) \cap R_i^0 \neq \emptyset \text{ for all } t \neq t^* \]
\[ \quad \text{with } S_{\xi}^{r+1}(t) \neq \emptyset. \]

These conditions ensure that \( B_{\xi}^{r+1}(h) \neq \emptyset \) for all \( t \) with \( h^{-1}(t) \neq \emptyset \) and hence that \( h_{\xi} \in C^{r+1} \).

To summarize this result: let \( \xi \in \mathbb{G} \) where \( 0 \leq r \leq m \) and let \( h \) be an \((r+1)\)-partial extension of \( S_{\xi} \) as in (2.17). Then \( h_{\xi} \in C^{r+1} \) if and only if
\[(2.24) \quad h(\tau_{r+1}) \in T(S_{\xi}) \]
where
\[(2.25) \quad T(S_{\xi}) = \{ t^* \in T \mid t^* \text{ satisfies (C1) and (C2)} \}. \]

A compact enumerative scheme for \( \mathbb{G} \), and hence for \( F \), can now be constructed. See, for example, the finite map enumerator of Graves and Winston [197].
3. Implicit Enumeration

A means of shortcircuiting the complete enumeration of the previous section is essential if problems of any practical size are to be solved. The derivation of permissible shortcuts is therefore the task of the present section. The development will draw heavily upon the discussion of relaxation and fathoming by Geoffrion and Marsten [17].

3.1 Candidate Problems

Suppose that some part (or none) of the enumeration has already been performed and that \(g^*\) is the best (i.e., cheapest) element of \(\hat{G}\) that has been found so far. The function \(g^*\) will be called the incumbent and we set \(V = \text{cost}(g^*)\). If there is no incumbent as yet, then \(V = \infty\). \(V\) is referred to as the ceiling, since it is an upper bound on the optimal value of \((P')\). Suppose that some \(r\)-partial map \(g \in \hat{G}^r\), where \(0 < r < m\), has just been constructed by the enumerative procedure. Let this \(g^r\) be fixed throughout the remainder of the discussion in this section.

The map \(h_s g^r\) is a feasible extension of \(g^r\) if \(s > r\) and

\[
(3.1) \quad h_s^r(i) = g^r(i) \quad \text{for} \quad i = 1, \ldots, r.
\]

When \(s = m\) we have the feasible completions of \(g^r\), denoted \(C(g^r)\).

\[
(3.2) \quad C(g^r) = \{ g \in \hat{G} \mid g(i) = g^r(i) \quad \text{for} \quad i = 1, \ldots, r \}.
\]

The candidate problem associated with \(g^r\) must now be introduced. If \(h^r_s\) is any feasible extension of \(g^r\), then

\[
(3.3) \quad h^r_s^{-1}(t) \geq g^r(t) \quad \text{for all} \quad t \in T
\]

which implies that
(3.4) \( b^t_{a_t} \subset y^t_{a_t} \) for all \( t \in T \)

As a special case of (3.4) we have

(3.5) \( b^t_{a_t} \subset y^t_{a_t} \) for all \( t \in T \)

for every feasible completion \( g \) of \( g_t \), \( g \in C(g_t) \). Recall that for any \( g \in \mathcal{G} \), the corresponding element of \( F \) is given by

(3.6) \( J^1 = \bigcup_{t \in T} b^t_{a_t}(g) \).

It follows from (3.5) and (3.6) that

(3.7) \( J^1 \subset \bigcup_{t \in T} y^t_{a_t}(g_t) \).

Therefore column \( j \) will not be selected by any completion of \( g_t \) unless it belongs to the set \( J^1_{a_t}(g_t) \), where:

(3.8) \( J^1_{a_t}(g_t) = \bigcup_{t \in T} b^t_{a_t}(g_t) \).

The set \( J^1_{a_t}(g_t) \) contains all of the available columns, given the partial map \( g_t \). Problem (PP) reduces to the following residual problem which will be called the candidate problem for \( g_t \).

\[
\begin{align*}
\text{(PP)} & \quad \text{minimize} \quad \sum_{j \in J^1_{a_t}(g_t)} c_{ij} y_j \\
& \quad \text{subject to} \quad \sum_{j \in J^1_{a_t}(g_t)} a_{ij} y_j = 1 \quad \text{for} \quad i \in I \\
& \quad y_j = 0 \text{ or } 1 \quad \text{for} \quad j \in J^1_{a_t}(g_t) 
\end{align*}
\]
This is the same as (PP) except that \( j \in \mathcal{E}_a(g_r) \) has replaced \( j \in \mathcal{E} \).

By dropping the integrality conditions (PP') is relaxed to the ordinary linear program:

\[
\text{(LP') }\quad\text{minimize } \sum_{j \in \mathcal{E}_a(g_r)} c_j y_j \\
\text{subject to } \sum_{j \in \mathcal{E}_a(g_r)} a_{ij} y_j = 1 \text{ for } i \in \mathcal{I} \\
0 \leq y_j \leq 1 \text{ for } j \in \mathcal{E}_a(g_r) .
\]

This linear program provides sufficient conditions under which \( g_r \) does not have to be extended. Using \( F(\cdot) \) and \( V(\cdot) \) to denote feasible region and optimal value, respectively, these conditions are:

1) If \( F(\mathcal{E}_r) = \emptyset \), then \( C(g_r) = \emptyset \).
2) If \( V(\mathcal{E}_r) \geq V \), then \( \text{cost}(g) \geq V \) for all \( g \in C(g_r) \).
3) If an optimal solution of (LP') is naturally integer, then an optimal completion of \( g_r \) is known.

The enumerative scheme of Section 2 is easily modified to incorporate these forthcoming tests based on linear programming. These modifications will be made after some additional improvements are introduced.

3.2 Penalties

Suppose that none of the conditions derived above are satisfied, so that \( g_r \) must be extended. In Section 2 the set \( T(g_r) \) of those blocks eligible to receive row \( (r+1) \) was derived. A branch in the enumeration
tree is created for each $t \in T(\alpha_t)$. There is still the question of which branch to explore first. This question will now be addressed with the aid of the penalty concept.

For a discussion of the use of penalties in integer programming, the reader should consult Dribeek [13], Davis, Kendrick and Weitzman [11], Tomlin [41], or Geoffrion and Marsden [17].

The aim is to select a path through the tree that leads to an optimal solution as quickly as possible. This enables the ceiling $V$ to be lowered and thus speeds up the remainder of the enumeration. Among the branches descending from any node, the one that seems most likely to lead to an optimal solution should be explored first. Penalties provide a quantitative basis for such choices and enable us to follow a "path of least resistance" through the tree.

Let $t \in T(\alpha_t)$ and let $h$ be the $(r+1)$-partial extension of $\alpha_t$ for which $h(r+1) = t$. There is a penalty associated with the creation of $h$, to be denoted $\text{PEN}(h)$, which will now be derived. If $(L^R_{\alpha_t})$ were infeasible, then $\alpha_t$ would not be extended. $(L^R_{\alpha_t})$ cannot have an unbounded solution, since its objective function is bounded below by zero. Hence it can be assumed that an optimal solution $\gamma(\alpha_t)$ of $(L^R_{\alpha_t})$ is at hand.

Define

\begin{align}
J_b(\alpha_t) &= \text{the set of columns which are basic in } \gamma(\alpha_t), \\
J_{nb}(\alpha_t) &= \text{the set of columns which are non-basic in } \gamma(\alpha_t).
\end{align}

The partial map $\alpha_t$ therefore induces two different partitions of the set $J$. First,

\begin{align}
J &= J_b(\alpha_t) \cup J_{nb}(\alpha_t)
\end{align}

separates $J$ into those columns which are still available, $J_a(\alpha_t)$, and the remainder which are not available, $J_{na}(\alpha_t)$. Second,
\[ J = J_b(\xi^*) \cup J_{nb}(\xi^*) \]
divides the columns according to whether they are basic or non-basic in \( y(\xi^*) \). From the definition of \((L^0)^c\) it is clear that
\[ J_b(\xi^*) \subseteq J_a(\xi^*). \]
I.e. only available columns can be made basic.
Now consider the extension \( h \). Any column available under \( \xi^* \) must have been available under \( \xi^* \),
\[ J_a(h) \subseteq J_a(\xi^*). \]
This follows from (3.4) and (3.8) with \( s = r^* \). There are two cases to consider. If
\[ J_a(h) \supseteq J_b(\xi^*) \]
then it follows that \( y(\xi^*) \) is an optimal solution of \((L^h)^c\) and hence
\[ v((L^h)^c) = v((L^r)^c). \]
In this case define \( \text{PEN}(h) = 0 \). If, on the other hand, condition (3.15) is not satisfied, then
\[ J_{na}(h) \cap J_b(\xi^*) = \{j_1, \ldots, j_k\} \neq \emptyset \]
that is, some of the columns that were basic under \( \xi^* \) are not available under \( h \). A lower bound on the cost of adding the constraint
\[ y_{j_1} + \ldots + y_{j_k} = 0 \]
to problem \((L^r)^c\) is given by the amount that the objective function would increase in one dual point. It is this amount that is denoted \( \text{PEN}(h) \) when (3.15) does not hold. In either of the above cases
\[ v((L^h)^c) \geq v((L^r)^c) + \text{PEN}(h) \]
holds. Since
\[ v((P)^h) \geq v((L^h)^c), \]
a lower bound on the optimal value of the candidate problem for $h$ has been obtained:

$$v(PP^h) \geq v(LE^h) + \text{PEN}(h).$$

These lower bounds play an important role in the algorithm. Define

$$\text{BOUND}(h) = v(LE^h) + \text{PEN}(h)$$

for each extension $h \in \mathcal{G}^\mathcal{E}_\mathcal{G}^\mathcal{R}$ of $\mathcal{G}^\mathcal{E}_\mathcal{G}^\mathcal{R}$. The extensions of $\mathcal{G}^\mathcal{E}_\mathcal{G}^\mathcal{R}$ can now be considered in order according to their bounds, the one with the lowest bound being selected first. Schematically, the branches descending from the node for $\mathcal{G}^\mathcal{E}_\mathcal{G}^\mathcal{R}$ will be drawn with the value of BOUND increasing from left to right. The branches will then be explored in that order.

The bounds derived above not only serve to guide the search, they also provide new opportunities for fathoming. No extension need ever be pursued unless its bound is below the current ceiling $V$. For if

$$\text{BOUND}(h) \geq V$$

then it is clear from (3.21) and (3.22) that $h$ need not be considered. This mechanism for fathoming $h$ without solving $(LP^h)$ turns out to be extremely effective computationally.

3.3 The Algorithm

The final form of the algorithm for the pure set partitioning problem can now be given. A logical flowchart is displayed in Figure 1. In the statement of the algorithm, $g$ refers to the current partial map: $g(1), g(2), \ldots, g(i)$.
Step 0. Set $i=0$, $g = \emptyset$, $\text{BOUND}(\emptyset) = 0$, $T_0 = \emptyset$ and $V = \infty$.

Step 1. If $(LP^G)$ is infeasible, go to Step 10.

Step 2. If $v(LP^G) \geq V$, go to Step 10.

Step 3. If the optimal solution obtained for $(LP^G)$ is naturally integer, go to Step 9.

Step 4. If $i=m$, go to Step 9.

Step 5. Set $i=i+1$.

Step 6. If $T(g) = \emptyset$, go to Step 13.

Step 7. Compute $\text{BOUND}(h)$ for each $h \in T(g)$ and sort $T(g)$.

Step 8. Set $T_1 = T(g)$, go to Step 11.

Step 9. Record the solution. Set $V = \min[V, v(LP^G)]$.

Step 10. If $T_1 = \emptyset$, go to Step 13.

Step 11. Let $t^*$ be the first element in $T_1$. Let $g(i) = t^*$ and $T_1' = T_1 \setminus \{t^*\}$.

Step 12. If $\text{BOUND}(g) \geq V$, go to Step 10. Otherwise go to Step 1.

Step 13. If $i=0$, stop.

Step 14. Set $i=i-1$, go to Step 10.
4. Computational Experience

All of the computational results to be reported in this section are for pure set partitioning problems. Results obtained with the modified algorithm for partitioning problems with side constraints will be presented in the following section.

4.1 Implementation

Space does not permit a detailed account of the implementation of the algorithm. The interference classes were defined as in (2.2) and (2.3). This is the "staircase form" used by Pierce [30]. The key problem is keeping track of the membership of \( J_k(e_k) \). Although awkward to express mathematically, this can be programmed very efficiently. It is also important to note that once the initial linear program (LP\(^0\)) has been solved, all of the subsequent LP solutions are obtained by quick reoptimizations. The interested reader can consult [27]. It is possible to demonstrate by purely logical arguments that certain columns cannot appear in any feasible solution. When these columns are discarded, some of the rows may become identical and hence redundant. An algorithm for performing this logical reduction is given in [27]. The problem sizes quoted below are after logical reduction.

4.2 Results

The algorithm has performed very well on all of the problems solved to date. At first, small test problems were constructed by generating the zeros and ones of the constraint matrix \((a_{ij})\) as independent Bernoulli trials. All of the larger problems generated in this manner, however,
turned out to be infeasible. This made it necessary, as well as desirable, to experiment with real problems. The test problems to be reported here are all of the airline crew scheduling type and were provided by Air Canada (AC), American Airlines (AA), and United Airlines (UA). One consequence of using real data was that problem size was not under our control. Each problem solved was significantly larger than the preceding one.

While the enumerative procedure has remained the same, the linear programming code has undergone a major revision at each step. At the present time it is again the difficulty of solving the initial linear program that prevents us from moving up to still larger problems. An unsuccessful attempt to solve a 400-row problem will be discussed below.

The results for sure set partitioning problems are presented in Table 1. The following symbols are used for the column headings.

<table>
<thead>
<tr>
<th>ID</th>
<th>Problem identifier: airline initials and sequence number</th>
</tr>
</thead>
<tbody>
<tr>
<td>m</td>
<td>The number of rows (partitioning constraints)</td>
</tr>
<tr>
<td>n</td>
<td>The number of columns (binary variables)</td>
</tr>
<tr>
<td>t(lp)</td>
<td>The time, in seconds, required to solve the initial linear program</td>
</tr>
<tr>
<td>piv(lp)</td>
<td>The number of (dual) pivots required to solve the initial linear program</td>
</tr>
<tr>
<td>cost(lp)</td>
<td>The optimal cost for the initial linear program.</td>
</tr>
<tr>
<td>t(e)</td>
<td>The additional time, in seconds, required to perform the enumeration. That is, to find and verify the optimal integer solution.</td>
</tr>
<tr>
<td>piv(e)</td>
<td>The number of (dual) pivots required for reoptimization during the enumeration phase.</td>
</tr>
<tr>
<td>cost(e)</td>
<td>The cost of the optimal integer solution.</td>
</tr>
<tr>
<td>rmax</td>
<td>The maximum depth of the search, i.e. the maximum number of rows assigned at any one time.</td>
</tr>
</tbody>
</table>
nsol - the number of integer solutions found.

d - the density of the coefficient matrix.

Time spent on basis reinversions is included in t(lp) and t(e). The
pivots performed during these reinversions are not counted in piv(lp) or
piv(e). All of the times quoted in Table 1 are for the UCLA IBM 360/91.

Logical reduction was quite effective on problem AC1, reducing it
in size from (142 x 544) to (90 x 303). Effectiveness appeared to dimin-
ish, however, with increasing size. The reduction for problem UA1 was
only from (117 x 4,865) to (111 x 4,826).

Problem AA4 is a subset of problem AA3. A selection of about half
of the rows of AA 3 was made. With half of the rows missing, many of the
columns were no longer unique. Duplicates were screened out and the
problem was then run with a set of unique columns. A 200 row problem was
of special interest since it lies midway between the easy 100 row UA1 and
the unsolved 600 row AA3. Problem AA4, unfortunately for our purposes,
had a natural integer solution.

The linear programming code used in this study was a dual version of
the primal algorithm developed by Graves [18]. A dual algorithm was used
so as to avoid the massive primal degeneracy encountered in linear programs
derived from covering and partitioning problems. Although the dual algo-
rithm must scan every column at each iteration, it still ran much faster
than the primal algorithm. This superiority can be attributed to the
fact that the dual starts out feasible and makes a positive gain in its
objective function at virtually every iteration. By contrast, the primal
algorithm does not start out feasible and typically requires several
Table 1. Results for pure set partitioning problems. (360/21)

<table>
<thead>
<tr>
<th>ID</th>
<th>m</th>
<th>n</th>
<th>t(1p)</th>
<th>t(1p)^t</th>
<th>cost(1p)</th>
<th>t(e)</th>
<th>cost(e)</th>
<th>max</th>
<th>nsol</th>
<th>σ</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACl</td>
<td>90</td>
<td>303</td>
<td>8.53</td>
<td>143</td>
<td>48,719.50</td>
<td>32.11</td>
<td>19</td>
<td>42,855.00</td>
<td>96</td>
<td>1</td>
</tr>
<tr>
<td>AA1</td>
<td>63</td>
<td>1,641</td>
<td>84.90</td>
<td>368</td>
<td>60,002.50</td>
<td>84.26</td>
<td>201</td>
<td>60,990.00</td>
<td>12</td>
<td>2</td>
</tr>
<tr>
<td>UAl</td>
<td>111</td>
<td>4,856</td>
<td>314.93</td>
<td>455</td>
<td>217,351.</td>
<td>164.84</td>
<td>122</td>
<td>217,687.00</td>
<td>19</td>
<td>3</td>
</tr>
<tr>
<td>AA4</td>
<td>200</td>
<td>2,562</td>
<td>428.66</td>
<td>612</td>
<td>81,730.00</td>
<td>0.00</td>
<td>0</td>
<td>81,730.00</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

- t(1p): runtime for the first phase
- t(1p)^t: runtime for the second phase
- cost(1p): cost for the first phase
- t(e): runtime for the entire process
- cost(e): cost for the entire process
- max: maximum value
- nsol: number of solutions
- σ: solution quality
(often a great many) iterations to make a move toward feasibility or to achieve a reduction in its objective function.

Fortunately, the entire A matrix could be kept in main memory since only the locations of the relatively rare unit entries had to be stored. This eliminated the input/output operations that ordinarily make dual LP codes so slow for large problems.

Our attempt to solve the initial linear program for AA3 was terminated, very reluctantly, after a total of about three hours of CPU time on the Model 91. An earlier attempt, with IBM’s latest mathematical programming system (MPSX), also failed. The MPSX-PRIMAL algorithm encountered the severe degeneracy characteristic of this problem type and got trapped. That is, it reached a point from which it could not depart within several hundred iterations. Even when a primal feasible starting basis was provided, the MPSX-PRIMAL algorithm had not escaped from this starting solution after 1000 iterations! Perturbations were tried, but to no avail.

Recall from Section 1 that all of the algorithms that have solved large partitioning problems begin by solving the associated linear program. It is clear that the relative difficulty of this class of linear programs represents a serious common bottleneck.

4.3 Example

In order to illustrate the behavior of the algorithm the entire enumeration tree for problem UA1 is displayed in Figure 2. Each node contains a row number. The branches descending from a node represent the blocks (interference classes) to which that row can be assigned. The branches are labelled accordingly, with block numbers. Each node is labelled with the corresponding value of BOUND. Numbers in parentheses
Figure 2(a). The enumeration tree for problem UAL.
Figure 2 (b). The enumeration tree for problem UAI, cont'd.
represent values which are obtained by a complete, or partial, reoptimization of the LP tableau. Since reoptimization is performed by dual pivots it can be terminated as soon as the objective function exceeds the current ceiling \( v \). An underlined number in parentheses indicates a natural integer solution. The numbers with double underlines are numbers of dual pivots.

4.4 Observations

The reasons for the excellent performance of the algorithm are fairly clear. Partitioning problems frequently have natural integer solutions - for example AA4. Since all of the candidate problems are partitioning problems in their own right, it is not surprising that the LP reoptimizations often lead to integer solutions. Of the four complete reoptimizations performed for problem UAI, three ended with integer solutions. For problem AAI integer solutions were obtained two out of seven times, and for problem ACl it was one out of one.

A second reason can be seen by comparing cost(lp) and cost(e) in Table 7: the continuous and integer minima are very nearly equal. In all cases they differ by less than \( \frac{5}{2} \% \) in value. This makes the penalties remarkably effective. Very few of the branches that are left for later consideration ever have to be explored. By the time we return to them, their lower bounds exceed the value of an integer solution already found. This is particularly true since the "path of least resistance" has in all cases led straight to an optimal, or very near optimal, solution.

The algorithm can be expected to work best on sparse matrices and to suffer from a proliferation of branches if the constraint matrix is very dense (say 50%). Table 2 shows the relationship between problem density
and the average number of branches created when one of the partial mappings was extended.

Table 2. Average Number of Descending Branches (b).

<table>
<thead>
<tr>
<th>Problem</th>
<th>Density</th>
<th>b</th>
</tr>
</thead>
<tbody>
<tr>
<td>UA1</td>
<td>5%</td>
<td>1.6</td>
</tr>
<tr>
<td>AC1</td>
<td>7%</td>
<td>1.5</td>
</tr>
<tr>
<td>AA1</td>
<td>11%</td>
<td>2.4</td>
</tr>
</tbody>
</table>

Very large problems, at least of the crew scheduling or truck delivery type, are always super-sparse (1-3%). The enumeration phase of the present algorithm should therefore work very well on such problems. In some applications, however, dense matrices may be the rule. In this event, the algorithm of Pierce and Lasky [32] would be preferable. Their algorithm works best on very dense matrices and has difficulties with sparse ones. The closely related algorithm of Carfinkel and Nemhauser [15] behaves in the same way.

If a collection of near optimal integer solutions is desired, these may be obtained by means of selective exploration of the enumeration tree after the optimal solution has been found. Reoptimizations usually require only a few dual pivots and can be counted on to produce integer solutions in a large proportion of cases. Such a set of near optimal solutions may be very valuable if other criteria in addition to cost are used to evaluate the feasible solutions.
5. Side Conditions

Side conditions of one form or another occur in many practical applications of the set partitioning model. For this reason the algorithm has been modified to handle side conditions on (PP).

5.1 Method

The side conditions are employed as filters. When an integer solution is found at Step 3 it is checked against the side conditions. If it satisfies them we proceed to Step 9 as usual. Otherwise, the current partial mapping must be extended. Note that side conditions can only hurt, that is, force more of the tree to be searched.

It has been assumed so far that each column of the constraint matrix $A$ is unique. In the presence of side conditions this would involve a loss of generality since two columns of $A$ might be identical and yet differ with respect to the side conditions. To allow for this, the following method is employed. One representative is chosen from each class of identical columns of $A$, namely the one with the lowest cost. The problem is solved as above with one exception. If an integer solution is found that does not satisfy the side conditions, then an attempt is made to exchange some of the representative columns for their duplicates in such a way as to satisfy the side conditions. This approach has the advantage that only unique columns appear in the linear program. This is important if there is extensive duplication, as in the problems discussed below. The full details of the method are contained in [27].
5.2 Results

Problems AC1 and AAl were solved with crew base constraints of the form (CB) (see Section 1). The results are presented in Table 1. The column headings are as follows:

- \( m \) - number of rows.
- \( n' \) - the total number of columns of \( A \).
- \( n \) - the number of unique columns of \( A \).
- \( q \) - the number of crew base constraints.
- \( t'(e) \) - time (in seconds) for the enumeration phase, without crew base constraints.
- \( t(e) \) - time (in seconds) for the enumeration phase, with crew base constraints.

Times reported are for the IBM 360/91. The initial linear program is the same in both cases, i.e. with or without the crew base constraints.
Table 3. Results for problems with crew base constraints (360/91)

<table>
<thead>
<tr>
<th>ID</th>
<th>m</th>
<th>n'</th>
<th>n</th>
<th>q</th>
<th>t'(e)</th>
<th>t(e)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A01</td>
<td>90</td>
<td>39h</td>
<td>303</td>
<td>5</td>
<td>34.32</td>
<td>32.11</td>
</tr>
<tr>
<td>A02</td>
<td>65</td>
<td>2,191</td>
<td>1,641</td>
<td>4</td>
<td>162.43</td>
<td>84.85</td>
</tr>
</tbody>
</table>
6. Conclusion

The computational results with pure set partitioning problems are certainly very encouraging. The solution times compare very favorably with those of other investigators. The main difficulty appears to lie in solving the initial linear program. As noted earlier, this difficulty is shared by all of the other serious computational approaches that have been tried so far.

Dramatic improvements might result if the special structure of the problem could be exploited during the linear programming computations. Balas and Padberg [2] have recently provided some clues in this direction. In particular, special properties of the LP bases might permit a fast re-inversion procedure. The time currently being spent on basis reinversions is a very substantial part of the total computing time. These reinversions are being done by performing the required pivots in arbitrary order. Pre-selection of the pivoting sequence, as described by Kalan [22], could greatly reduce this burdensome overhead. Another promising idea would be to select a set of rows of the A matrix that do not overlap and treat them as generalized upper bounds [21]. This would allow the initial linear program to be solved faster and with a smaller inverse.

The success of the algorithm in the presence of side conditions is less clearcut. More experimentation will have to be done in this area. For linear side conditions, the most promising way to improve performance would be to include the side conditions in some of the linear programs and/or use them to compute additional penalties.

At the beginning of this study it was the author's opinion that partitioning problems should be much easier to solve than covering prob-
lems. While this is certainly true for purely enumerative algorithms (see, for example, [30] or [15]), it may not be true for LP-based algorithms. The severity of the partitioning constraints, which is the key to an efficient enumeration, is also the bane of the linear programming computations. Covering problems yield easier linear programs and also have an important advantage during the enumeration phase: fractional LP solutions can be rounded up to feasible integer solutions of a covering problem. This is done by Lemke, Salkin, and Spielberg [23]. Unfortunately, this convenient source of potential incumbents is not available for partitioning problems.

This study has demonstrated that in designing an implicit enumeration algorithm there are advantages to be reaped by making a judicious choice of what to enumerate. In the present case a special class of finite mappings was chosen, rather than the customary set of binary n-vectors. A similar approach has recently led to a very successful algorithm for the quadratic assignment problem [20]
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