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The concept of equilibrium introduced by Nash (1951) x is considered a
landmark in noncooperative game theory. The set of Nash equilibrium points
is non-empty for any finite game if mixed strategies are ailowed ( Nash
(1951) ). However in general thefe is a multiplicity of such equiliibrium.
This origins the probiem to decide which equiiibria is taken as a solution
*2. If the players cannot communicase it 1is not clear how they can
coordinate their actions to pliay in a specific equilibria. Even is they can
communicate it remains the problem of agreeing ﬁhich equilibrium they will
play because the utilities can be quite different from one equilibrium point
<o another. This pronblem does not arise if the equilibrium is unique.

Many studies have been done on uniqueness. of Nash equilibrium boints.
Sn one hand it was studied some sufficient conditions to guarantee
uniqueness ( Rosen (1965), Gale and Nikaido (1965) ) *3. On the other hand
it has been investigafed under what conditions it is possible to construct
games with predeiermined unique equilibrium points. Most of these
constructions have been done on bimatrix games: Millnam (1972). Kreps
(1974). Raghavan (197C), Heuer (1975) (1979), Jansen (1981) and Quintas
{1988). (Kreps (1981) studied the probilem on n-~person games).

In the presenrt note we wiil construct a broad family of bimatrtix games

“
+

The Cournot (1838) equilibrium in oligopoly tﬁeory and the sadadle
point egquilibrium of wvon Neumann (1928) in two-person zero-sum games are
precursor of the Nash equilibrium concept. Both concepts are a special
instance of the notion introduced by Nash (1951).
2 This probiem does not arise in two-person zero-sum games because
the strategies of equilibrium are interchangeable and the utiliity remains
constant over any equilibrium point.
3 ' ; - est1s . . s

There is also a vast bibliography on refinements of the Nash
equilibrium concept. Some of them drastically reduce the multiplicity of
equilibrium. For a comprenensive discussion of the characteristics of the
more important refinements introduced see Van Damme (1983).
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with an arbitrary prefixed unigque equilibrium points. It will generalize
some of the above mentioned constructions.
A bimatrix games is defined by a pair (A,B) of m by n matrices over an

ordered fieid F. We denote with Sl and S2 the sets of (pure) strategies

available to player 1 and player 2 respectively. The cardinality of Sl and

82 is m and n respectively. We will use the following notation for pure

strategies: i &€ S, , j € 82 and the respective payoffs A{i,j) = and

a. .
z 1]

B(i,j) = bii. A mixed strategy for player 1 (player 2) will be a probability

~

m
. - PR > - = . >
vector X (xl,...,xm) with x; 2 0 and.Z X, 1 (vy (yl.....yn). yj = 0
n i=1
and ) yj = 1}. We denote the set of mixead strategies for player 1 (plaver 2)
j=1
by g™ (Sn). We will represent by Ai and B 5 the i-th row of A and the j-th

column of B respectively. Let yt be the transpose of the row matrix vy.

xAyt. XxB ., A iyt. etc will denote the usual matrix products.
. J .

A pair of mixed strategies (x,y} is an equilibrium point for the game

(A,B} if and only if xAyt 2 x'Ayt for any x'€ s™ and xByt > xBy't for any y'

n
€ S .

Let M_(x) = {i: X, > 0}, Nl(y) = {3j: y. > 0}, Mz(A.y) = {i: A, y =

T . .
maxk Ak.y } and Nz(x,B) = {j: xB.j = max, xm\Ei_k .

It is well known the following characterization of equilibrium points:
(x,v) is‘an equilibrium point of {(A,B) if and only if Mr(x)gMz(A.y) ang
N, (y)EN, (x,B). )
An equilibrium point (x,y) is said to bé completely mixed if xi > 0 for

any i € S, (i.e M_(x) = s") and y, > 0 for any j € S, (i.e N,{y)=S"). The

2

reader is referred to Raghavan {1970) for his work on completely mixed

strategies on pimatrix games, and Heuer (1975) who extended some results of



that paper. * &

Millham (1972) [Theorem 2] showed that a necessary and sufficient
condition for the existence of a game having (xX,y) as its unique completely
mixed equilibrium point is that m=n * 5. Kreps (1974) extended this
condition to the case when the prefixed unique equilibrium is not
necessarily completely mixed. The main result presented by Kreps (1974}
asserts that: A necessary and sufficient condition for the existence of a
bbimatrix game having (x,vy) as its unique equiiibrium point is that
]Ml(x)!=§N1(y)é (the bars | | stand for the cardinality of the corresponding
set). However it have not been described the sets of all the bimatrix games
naving (x,y) as its unique equilibrium point. Some constructions quite
generals have been obtained (see Heuer (1979) and Quintas (1988)). A broader
family of games with this property will be given here and we will establiish

how the new consiruction involves those mentioned above.

Let (x,y) be given with V.=A(x,y)#0, v,=B(X,y)=0, M.(x) = S" and

N (y)=S"

. We will focus our attention to the case when (x,y) results the
L .

unique completely mixed equilibrium point (i.e m=n). A general construction
for the case when m = n can be easily obtained along the iines of section 3,
Quintas (1988).

Let f21 : S2 - S1 and fl2 : S1 - S2 be two bijective functions such

Among the results proved by Raghavan (1970) I mention the
foliowing: (a) Let (A,B) be a game having only completeiy mixed eguilibrium
points then m=n and the equilibrium point is unique. (b) 1f (x,vy) is an
equilibrium point with m>n then there is a non-completely mixed equiiibrium
point (x',y). This last result was improved by Heuer (1975) who proved that
x' may be found with n or fewer positive components. See aiso Theorem 3.12 {
Jansen(1i981))

Millham (1972} also characterized the set of all the bimatrix
games naving a given equilibrium point (x,y).



that:

(3')1=3" then £ ,(f, (3")I=j"

- I st T 3
For eachr (j',j") € S_xS, if f 12721

2%5 12123

{or equivalently For each {i’',i") € S1,xS1 if le[flz(i')l=i" then (2)

re Sy
f21_;12(1 Yigit).

We remark that there is a large set of functions fuifilling the above
ciii 4 B
condition . For example:
£ i)=3 i £ _(i)=i-1
21(J) j and le(l, i-1 mod m (3)

Let A be defined by:

v, o+ » e (1-y.) for f_ (j)=i
1 V. £ ()i r t 21
L - J 21
ij (1-y.) =,
L v, - ——a—l for f__(j)=i
i V. 21
J
and B defined by: (4)
Cwv, o+ 1 )N e! (1-x.) for f,, (i)=]
] 2 X, v s t t 12
i 1 f (t;;tJ
| 12
b, .= \
ij ? (l—xi) ei
e em——— 3 '\___L-:
L v2 X, for flz(l],J
We choose €, and €. fulfilling:
j i
m m
r (1—yi) e, >0 and X (1'X+) ei > 0 (5)
j=1 - - i=1 -
Theorem: For any (x,v) with iMl(x)l = !Nl(y)§=m and nonzero vaiues vl and

v2. The game {A,B) , defined by (4) with ej and ei fulfilling (5) and f12 ,
f21 satisfying (2}, has (x.y) as its unique equilibrium point and v1=A(x.y),
vy=B(x,y).
Proof:

It is immediate to verify that (x,y) is a completely mixed equilibrium

point for the game (A,B) ( it satisfies (1) with M2(A,y)=Ml(x) and

Nz(x.B)=N1(y) ) and v1=A(x,y) , v2=B(x,y).

6 A detailed interpretation of this condition is given by Quintas(1988).
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Suppose that there exists another completely mixed eguilibrium point
{(x',y') with A(x'.y')=vi and B(x'.y')=vé. Then (1) implies MZ(A,y)=M2(A.y')

and Nz(x.B)=N2(x‘.B). It means that:

m m

Loa,. ., = 4 i=1,..., H .= f=1,..., n
.L‘alj yJ v1 for i m .Z‘ blJ X; v2 for j=1 m and
j=1 i=3

m m

3 [ | : . T [ 1 -] = ;
4%1aij yj v1 for i=1,...,m ; 161 bij xl v for j=i,...,m

[ S -

m
A and B are non singular matrices ( det A = v_ ( ¥

m
Iix, #0 ) and X,x',y,v' are probability
. 1 rs

m

o

m
and det B =v_ {( ¥ (1-x.) &!
d g U X (1 xl) c,l)
i=1 i
vectors, then x=x' and y=y'.

Now suppose {x',y') would be an eguilibrium point with Ml(x)=Ml(x') and

N, (y')EN. (y) (or M, (x')eM, (x) and N (y)=N,(v'}). By (1) and N, (y')EN,(y), we
i 1

have: o
i=1

Finally suppose that (x',y') is an equilibrium point with Ml(x')qu(x)

L

y. = v

aij P i for i=1,...,m and again, it implies y'=y.

and the strict inclusion : N1(y')CNl(y) {(or M,(x')ch(x) and Nﬁ(y')gNl(y)).
4 1 4

For each j € Nl(y)—Nl(y') we have:

t —_ Y
t Vg (1 Yg! €y
e ) Y T I vs T K v
21 ’ seNl(y') seNl(y') s
T h €N ! i :
and for eact r 11(y ) we have v' (1-y ) € -
, s s s ’r
Ag () .YV ) ve - Z v 3 )X (1-y.) €,
- ] 1 . e
21 seNl(y ) siNl(y ) s r f21(t)+f21(r)
t SETr
Then A, y' > A , v'  (the strict inequality holds because y'>0)
;21(r) f21(1) . - r
Erah Bap 1 1" -, £ 3 ] 3 1 C‘ ’l 1 ] .= .
This implies that ;21(3) ¢ Mz(A,y } and (Ml(x ) € MZ(A v')) then xle(l) 0
: _ ' . FOs) = £ . f p
Now we choose j € Nl(y) Nl(y ) such that L{j) flz[LZI(J)] € Nl(y ). ( the
existence of such j is guarantee by {(2)}). Then we have:
xé (l—xs) sé
"B T(.)= vé Y xé - Y -
-t sEMl(x‘) seMl(x‘) s
and for each r such that
£,,(7) € Mo(x') (6)



we have:

xl
x! (1-x_) €’ £, (r)

I N RN RN

o SseM_(x') = seM_(x') s £ .(r) L(t)zi(r) °

1 % 21
s f21(r)

and then:
x' B 2 x'B \ 7

. L(r) ~ . L{J) 0
However, L(r) € Nl(y‘) and (x',y') is an equilibrium point, then:
X' B . > X' B 8)

L(J) L(I‘) (I
{(7) and (8) are incompatible because the equalities hold only if x% (r)=0

21

(which is impossibie because of (6)). And this completes the proof of

uniqueness.

We note that the present construction is quite generai. In particular
V. X,

3
. - = P S t—
if we choose ej v1 1_yj , ei v2

and f21. fulfilling (3) we

£
12

[
|

obtain the construction given by Heuer (1978) in the proof of his Theorem

(5.3). Choosing ej > 0 for any j=1,..,m and eé > 0 for i=1,...,m we obtain

the construction presented in section 2 , by Quintas (1988).
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