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Imposing Curvature Restrictions on Flexible Functional Forms

A. Ronald Callant and Gene H. Golub

ABSTRACT

A general computational method for estimating the parameters of a flexible functional form subject to convexity, quasi-convexity, concavity, or quasi-concavity at a point, at several points, or over a region are set forth and illustrated with an example.
1. Introduction

The generality of parametric statistical inference is inevitably limited by model induced augmenting hypotheses. The validity of an inference requires that the true data generating model belongs to the assumed, parametric family of models. In hopes of increasing the generality of implications, richer parametric families of models called flexible functional forms are finding increasing use in empirical economic research. The idea is to assign to a consumer, to a firm, to an industry (or to whomever), a utility function, an indirect utility function, a cost function, a profit function (or whatever), that is parametrically rich enough so as not to impose extraneous behavioral restrictions that limit the generality of an inference. As instances one has the Translog, generalized Leontief, Box-Cox, Almost Ideal, Laurent, and Fourier flexible forms. Of these, only the Fourier flexible form has been shown to be Sobolev-flexible. A form that is Sobolev-flexible asymptotically removes all model induced augmenting hypotheses (Gallant, 1982).

Unfortunately, all of these forms are too flexible in the sense that curvature properties that the approximated function are known to possess are not possessed, of necessity, by the approximating flexible function form. For example, a consumer's indirect utility function must be quasi-convex but a Fourier, Box-Cox, Laurent, etc., approximation to it with parameters estimated statistically need not be quasi-convex. As seen later, quasi-convexity is the idealized form of the general curvature problem in that only slight modification is required to use a solution of that problem to impose convexity, concavity, and quasi-concavity. Therefore, we shall restrict
discussion to the quasi-convexity constraint and, to avoid vague generalities, we shall specialize to the problem of imposing quasi-convexity on the consumer's indirect utility function.

To varying degrees, depending on the particular form, one can impose quasi-convexity on an ad hoc basis by finding explicit parametric constraints that imply quasi-convexity (see, e.g., Jorgenson, Lau, Stoker, 1981). Usually, it is easier to impose sufficient conditions (Gallant, 1982; Barnett, 1982). But if the conditions are sufficient, not necessary and sufficient, then the flexibility of the form can be lost. Regarding Sobel's flexibility this is a critical consideration as the desirable asymptotic properties of estimators and test statistics are thereby destroyed. At any rate, attacking the curvature problem by form is tedious and the parametric conditions derived thereby are often very difficult to implement. Trying alternate forms to look at comparative results for a given data set becomes a prohibitively onerous task. One should prefer a general method of imposing quasi-convexity that works for any flexible functional form and that is easily implemented. To this, we turn our attention.

1. Statement of the Problem

Let \( g(x, \theta) \) denote an approximation to the consumer's indirect utility function where \( x = (x_1', x_2')' \) is a vector with leading elements \( x_1(1) \) corresponding to income normalized prices \( x_1(1) = p/y \) and the remaining elements \( x_2(2) \) of \( x \) corresponding to taste and demographic variables. The \( p \)-dimensional parameter \( \theta \) is to be determined statistically, subject to the constraint that \( g(x, \theta) \) be quasi-convex in the argument \( x_1(1) \) for all \( x \) in some region \( C \). Denote the data space by \( X \) and the parameter space by \( \Theta \) so that \( (x, \theta) \in X \times \Theta \) are the admissible data/parameter value pairs.

To justify the econometric and statistical methodology employed,
$g(x,0)$ must be twice continuously differentiable in $x_{(1)}$ and $0$ over $X \times 0$. Typically, explicit formulas are available to compute

$$
\gamma g(x,0) = (\partial / \partial x_{(1)}) g(x,0)
$$

$$
\nabla^2 g(x,0) = (\partial^2 / \partial x_{(1)}^2) x_{(1)}^i g(x,0)
$$

and to compute $(\partial / \partial x_{(1)})^i g(x,0)$, $(\partial / \partial x_{(1)})^j g(x,0)$, for $i=1,2,\ldots,p$. Under these assumptions, a necessary and sufficient condition for the quasi-convexity of $g(x,0)$ in $x_{(1)}$ over $C$ at $0$ is

$$
0 < \min_{x \in C} \min_{z} \left\{ z \ nabla^2 g(x,0) z : z' \nabla g(x,0) = 0, \ z' z = 1 \right\}
$$

(Lau, 1973). Of the many characterizations of quasi-convexity (Diewert, Avriel and Zang, 1977) this form seems to be most useful in the present context. Define

$$
\gamma(x,0) = \min_{z} \left\{ z \ nabla^2 g(x,0) z : z' \nabla g(x,0) = 0, \ z' z = 1 \right\}
$$

whence $\gamma(x,0)$ is negative when the quasi-convexity constraint is violated and zero or positive when satisfied. We shall term $\gamma(x,0)$ the constraint indicator.

All statistical estimation procedures that are commonly used in econometric research can be formulated as an optimization problem of the following type (Burquet, Gallant, and Souza, 1982):

$\hat{0}$ minimizes $s(0)$ over $0$
with \( s(\theta) \) twice continuously differentiable in \( \theta \). For example, if the Seemingly Unrelated Nonlinear Regressions method is used to estimate \( \theta \) from share data, \( s(\theta) \) has the form

\[
s(\theta) = \frac{1}{n} \sum_{t=1}^{T} \left[ e_t - f(x_t, \theta) \right]^T \left[ e_t - f(x_t, \theta) \right]
\]

where, from Roy's identity,

\[
f(x, \theta) = \text{diag}(x)^T g(x, \theta)/x_{(1)} f g(x, \theta)
\]

and \( \text{diag}(x) \) is an estimate of the error variance. To impose quasi-convexity, the optimization problem is modified to read as follows:

\[
\text{minimize } s(\theta)
\]

subject to \( \min h(x, \theta) > 0 \)

The motivations for imposing this inequality constraint are two. The first is the more pressing and it is that reported results and policy recommendations at least appear reasonable. It is common practice to choose some representative point \( x_0 \) in the data and report estimated price, income, and substitution elasticities at that point. If \( g(x, \theta) \) is not quasi-convex at the point \( x = x_0 \) then the reported substitution elasticity matrix will not be negative semi-definite. Reported results, subsequent computations and policy recommendations can appear nonsensical as a result. The situation is corrected by imposing quasi-convexity at the prediction point \( x_0 \). In this
case C is a singleton set. If predictions are made at more than one point or if the constraint is imposed at every data point in the sample then C is a set with a finite number of elements $x_j$ for $j=0,1,2,...,J$. When C is a finite set the optimization problem is of the form

\[
\text{minimize} \quad s(0)
\]

\[
\text{subject to} \quad h(x_0,0) > 0,
\]

\[
h(x_1,0) > 0,
\]

\[
\vdots
\]

\[
h(x_J,0) > 0.
\]

We anticipate that it is this version of the problem that will arise most often in application.

The second motivation is to gain statistical efficiency in the estimation of $\theta$. Since it is known a priori that $g(x,0)$ must be quasi-convex in $x(1)$ everywhere over the region $X$, imposing the constraint

\[
\min_{x \in X} h(x,0) > 0
\]

will, under typical regularity conditions, reduce the variance of the estimator $\hat{\theta}$ without affecting consistency so that improved efficiency obtains. Typically $X$ is a rectangle whence the optimization problem becomes

\[
\text{minimize} \quad s(0)
\]

\[
\text{subject to} \quad g(0) > 0
\]
where \( g(\theta) \) is the solution to

\[
\text{minimize} \quad h(x, \theta) \\
\text{subject to} \quad a_j < x_j < b_j \quad j = 1, 2, \ldots, k.
\]

We shall refer to the first problem as the outer minimization problem and the second problem as the inner problem. The inner problem is an unconstrained optimization problem save that the variables are bounded. That function \( g(\theta) \) that equals the solution of the inner problem is then used as the constraining function in the outer minimization problem. The outer problem has one inequality constraint.

Whichever form of the problem arises, the efficient, stable computation of

\[
h(x, \theta) = \min_x \left\{ z^Tg(x, \theta)z : z^Tg(x, \theta) = 0, \ z \geq 0 \right\}
\]

is the critical issue. As the performance of optimization algorithms is enhanced when analytic derivatives are available, it is helpful to have an explicit formula for \((\partial / \partial x)h(x, \theta)\) when \( C \) is a finite set and for \((\partial / \partial x)h(x, \theta)\) when \( C = \mathbb{X} \). To this we turn our attention.

3. Computation of the Constraint Indicator and Its Derivatives

Let \( A \) denote an \( N \) by \( N \) symmetric matrix that depends on a real valued parameter \( t \). Let \( \hat{A} \) denote the matrix with typical element \((d/dt)a_{ij}(t)\) where \( a_{ij}(t) \) denotes a typical element of \( A \). Similarly let \( \hat{a} \) denote an \( N \)-vector that depends on \( t \) and let \( \hat{a} \) denote its derivative with respect to \( t \). Put
\[ \lambda = \min_z \{ z' Az : z' z = 0, \ z' \mathbf{1} = 1 \} \text{.} \]

We seek to compute \( \lambda \) and its derivative \( \lambda' \).

Let \( Q \) be any \( N \times N \) matrix with \( Q' a = 0 \) and \( Q' Q = I_{N-1} \). Since

\[ \{ z : z' z = 0, \ z' z = 1 \} = \{ z : z' Q \mathbf{w}, \ \mathbf{w}' \mathbf{w} = 1 \} \]

where \( \mathbf{w} \) is an \( (N-1) \) vector we have

\[ \lambda = \min_{\mathbf{w}} \{ \mathbf{w}' Q' AQ \mathbf{w} : \ \mathbf{w}' \mathbf{w} = 1 \} \]

is smallest eigenvalue of \( Q' AQ \).

Then what is needed is a stable, efficient means to compute \( Q' AQ \). Given that, \( \lambda \) can be computed using any standard routine for finding the eigenvalues of a real symmetric matrix. To compute \( Q' AQ \) we borrow from the ideas in Golub and Underwood (1970).

A Householder matrix is a real, symmetric, orthogonal matrix of the form (Golub, 1965)

\[ H = I + \beta^{-1} uu' \]

where

\[ \beta = -u' u / 2 \text{.} \]
The first column of $\mathbf{K}$ will be proportional to $\mathbf{a}$ if $\mathbf{u}$ is chosen as

$$
\mathbf{u} = \begin{pmatrix}
\mathbf{a}_1 \\
\mathbf{a}_{(2)}
\end{pmatrix}
$$

where $\mathbf{a}$ has been partitioned as $\mathbf{a} = \begin{pmatrix} \mathbf{a}_1 & \mathbf{a}_{(2)} \end{pmatrix}^\top$ and $\mathbf{a}_1 \mathbf{a}_1^\top = \begin{pmatrix} \mathbf{a}_1 & \mathbf{a}_2 \end{pmatrix}^\top \begin{pmatrix} \mathbf{a}_1 & \mathbf{a}_2 \end{pmatrix} = \mathbf{I}_{\mathbf{a}_1}$.

With this choice, the matrix $\mathbf{Q}' \mathbf{A} \mathbf{Q}$ that we seek can be obtained by deleting the first row and column of $\mathbf{K} = \mathbf{N} \mathbf{A} \mathbf{N}$. Using a device of Wilkinson (1960), put

$$
\mathbf{a} = (\mathbf{B}^{-2} \mathbf{u}' \mathbf{A} \mathbf{u})
$$

$$
\mathbf{w} = \mathbf{B}^{-1} \mathbf{A} \mathbf{u}
$$

$$
\mathbf{v} = \frac{\mathbf{a}}{\mathbf{u}} \mathbf{w} - \mathbf{w}
$$

whence

$$
\mathbf{K} = \mathbf{A} + \mathbf{uv}' + \mathbf{vu}'.
$$

Delete the first row and column of $\mathbf{K}$ and let $\mathbf{K}_{22}$ denote the $\mathbf{N}-1$ by $\mathbf{N}-1$ matrix thereby obtained.

One next computes the smallest eigenvalue $\lambda$ of $\mathbf{K}_{22}$. Let $\mathbf{w}$ denote the corresponding eigenvector which has length $\mathbf{N}-1$. As noted above, $\lambda$ is the solution of

$$
\lambda = \min \left\{ \mathbf{z}' \mathbf{A} \mathbf{z} : \mathbf{z} = 0, \mathbf{z}' \mathbf{z} = 1 \right\}.
$$

The optimizing value of $\mathbf{z}$ is obtained from $\mathbf{w}$ by appending a leading zero to
\( \hat{w} \) to obtain the \( N \)-vector \( \langle 0, \hat{w} \rangle \), and then computing

\[
z = \begin{bmatrix} 0 \\ \hat{w} \end{bmatrix}
\]

\[
= \begin{bmatrix} 0 \\ \hat{w} \end{bmatrix} + B^{-1} \begin{bmatrix} \sum_{i=2}^{N} \hat{u}_i \\ \hat{u}_{L-1} \end{bmatrix} \theta.
\]

Let

\[
\psi(z, \lambda, \mu) = z' A z - \lambda (z' z - 1) + 2 \mu z
\]

denote the Lagrangian for the problem

\[
\min_{z} \left[ z' A z : a' z = 0, z' z = 1 \right].
\]

The first order conditions, obtained by differentiating \( \psi(z, \lambda, \mu) \) with respect to \( (z, \lambda, \mu) \), are:

\[
A z - \lambda z + \mu a = 0,
\]

\[
\frac{\partial}{\partial z} z = 0,
\]

\[
\frac{\partial}{\partial z} z z = 1.
\]

Left-multiplying the first equation by \( z' \) we have

\[
z' A z - \lambda z z + \mu z a = 0
\]
whence, using \( z' z = 1 \) and \( z' a = 0 \),

\[
\lambda = z' Az.
\]

We see that the first Lagrange multiplier \( \lambda \) is indeed the solution of the problem

\[
\lambda = \min _{z} \left[ z' Az: a' z = 0, z' z = 1 \right]
\]

which justifies our choice of notation. Left-multiplying by \( a' \) we have

\[
a' Az + \mu a' a = 0
\]

whence

\[
\mu = -a' Az / a' a
\]

which fact we shall use later. Arranging the first order conditions in matrix form

\[
\begin{pmatrix}
A - \lambda I & a \\
0 & 0
\end{pmatrix}
\begin{pmatrix}
z \\
u
\end{pmatrix}
= 
\begin{pmatrix}
0 \\
0
\end{pmatrix}
\]

and then differentiating with respect to \( t \), we have

\[
\begin{pmatrix}
\dot{A} - \dot{\lambda} I & a \\
0 & 0
\end{pmatrix}
\begin{pmatrix}
z \\
\mu
\end{pmatrix}
+ 
\begin{pmatrix}
A - \lambda I & a \\
0 & 0
\end{pmatrix}
\begin{pmatrix}
\dot{z} \\
\dot{\mu}
\end{pmatrix}
= 
\begin{pmatrix}
0 \\
0
\end{pmatrix}.
\]

Left-multiplying by \((z', u')\) we have
\[
(z, u) \begin{bmatrix}
\tilde{A} - \bar{A} \bar{I}
\end{bmatrix} - \begin{bmatrix}
a
\end{bmatrix}
\begin{bmatrix}
z
\end{bmatrix}
\begin{bmatrix}
u
\end{bmatrix} = \begin{bmatrix}
0
\end{bmatrix}
\]

whence

\[
z'Az - \bar{A}z z + 2uA'z = 0.
\]

Using \( u = -\alpha / A'z \) and \( z'z = 1 \) we have

\[
\bar{A} = z [A - 2(\alpha A)^{-1} A A']z.
\]

To use these results to compute

\[
h(x, \theta) = \min_z \{ z'V^2g(x, \theta)z : z'g(x, \theta) = 0, z'z = 1 \}
\]

one puts

\[
a = Vg(x, \theta),
\]

\[
A = V^2g(x, \theta).
\]

To compute \( (3/\partial \theta_i) h(x, \theta) \) one puts

\[
\bar{a} = (3/\partial \theta_i) Vg(x, \theta)
\]

\[
\bar{A} = (3/\partial \theta_i) V^2g(x, \theta)
\]
and to compute \((\partial / \partial x_1) h(x, \theta)\) one puts

\[ \dot{a} = (\partial / \partial x_1) V g(x, \theta) \]

\[ \ddot{A} = (\partial / \partial x_1)^2 V^2 g(x, \theta). \]

4. An Example: Fitting the Log Fourier Cost Function to KLEM Data

We shall illustrate using data on the U.S. manufacturing sector from 1947 to 1971 from Berndt and Wood (1975) and Berndt and Khaled (1979). To these data, Berndt and Khaled (1979) fit a factor demand system corresponding to a generalized Box-Cox cost function. Using a nonhomoeothetic, nonneutral technical change specification, they reported an estimated elasticity of substitution matrix at (prices and output prevailing in) the year 1959 that was not negative semi-definite. This implies that the concavity restriction that a cost function must obey in theory was violated by their estimated cost function. To these same data, Gallant (1982) fit a nonhomoeothetic Fourier log cost function with the same outcome. Here we shall re-fit the Fourier log cost function subject to the constraint that the cost function be concave at the year 1959.

Total input cost \((C)\), input prices of capital \((K)\), labor \((L)\), energy \((E)\), and materials \((M)\), and the corresponding cost shares are taken from Tables 1 and 2 of Berndt and Wood (1975). The output series \((Y)\) is taken from Table 1 of Berndt and Khaled (1979). Following the protocol set forth in Gallant (1982), these data are transformed as shown in Table 1.

In the notations set forth in Table 1, the Fourier log cost function is written as
<table>
<thead>
<tr>
<th>Endogenous Variables</th>
<th>Exogenous Variables</th>
<th>Scaling Factors</th>
</tr>
</thead>
<tbody>
<tr>
<td>$s_0 = \ln(C)$</td>
<td>$x_1 = x_1 - \ln(P_H) - \ln(1.74371) + \epsilon$</td>
<td>$\epsilon = 10^{-5}$</td>
</tr>
<tr>
<td>$s_1 = K$ cost share</td>
<td>$x_2 = x_2 - \ln(P_L) + \epsilon$</td>
<td>$\lambda_3 = \frac{\ln(2.76025) + \epsilon}{\ln(466.82963/82.82939) + \epsilon}$</td>
</tr>
<tr>
<td>$s_2 = L$ cost share</td>
<td>$x_3 = x_3 - \ln(P_L) + \epsilon$</td>
<td>$\lambda = \frac{6}{\ln(2.76025) + \epsilon}$</td>
</tr>
<tr>
<td>$s_3 = E$ cost share</td>
<td>$x_4 = x_4 - \ln(P_L) + \epsilon$</td>
<td></td>
</tr>
<tr>
<td>$s_4 = M$ cost share</td>
<td>$x_5 = v = \lambda_3 [\ln(Y) - \ln(82.82939) + \epsilon]$</td>
<td></td>
</tr>
</tbody>
</table>
\[ g(x, \theta) = e^x \theta \]

\[ = u_0 + b^i x + \frac{1}{2} \lambda^i x^2 + \sum_{i=1}^{A} \left[ \left( u_{0a} \lambda^i a \right)^2 + \gamma_{j=1}^j \left( u_{ja} \lambda^i a \right) \cos(jk \lambda a) \right] \]

\[ \frac{\partial g(x, \theta)}{\partial x} = (3/\lambda^i) \frac{\partial g(x, \theta)}{\partial x} \]

\[ = c - \sum_{i=1}^{A} \left[ u_{0a} \lambda^i a \right] x + \sum_{i=1}^{A} \left[ u_{ja} \lambda^i a \right] \sin(jk \lambda a) \]

\[ \frac{\partial^2 g(x, \theta)}{\partial x^2} = \left( \frac{3^2}{\lambda^i} \right) \frac{\partial g(x, \theta)}{\partial x^2} \]

\[ = -\sum_{i=1}^{A} \left[ u_{0a} \lambda^i a \right] \lambda^i a \frac{\partial g(x, \theta)}{\partial x} \]

where

\[ \left[ k, a \right] \text{ is a sequence of elementary multi-indices (Table 2)} \]

\[ \theta_0 = b^i = \left( c^i, b_a \right) \]

\[ \theta_{\left( a \right)} = (u_{0a}, u_{1a}, \ldots, u_{ja}, v_{ja})^i \]

\[ \theta = (u_0, \theta_0, \theta_1, \ldots, \theta_{\left( A \right)})^i \]

and

\[ C = \sum_{i=1}^{A} u_{0a} \lambda^i a \]

The restriction of linear homogeneity is imposed as a maintained hypothesis
The set of elementary multi-indexes that satisfy \( \prod_{i=1}^{4} b_i = 1 \), and

\[
R_0 \quad \begin{cases} 
\sum_{i=1}^{4} b_i = 1 \\
\sum_{i=1}^{4} k_{i a} = 0 \text{ if } \prod_{i=1}^{4} b_i \neq 0.
\end{cases}
\]

The set of effective multi-indexes that satisfy \( \prod_{i=1}^{4} b_i = 0 \) and have norm \( \| k \|^2 \leq 3 \) are displayed in Table 2. For this set \( A = 19 \), and we take \( J = 1 \), whence \( b \) is a vector of nominal length 63. The effective number of parameters is 53 due to the following restrictions.

The nonhomogeneous restriction \( \prod_{i=1}^{4} b_i = 1 \) reduces the number of effective parameters by one. The remaining restrictions are due to overparameterization of the matrix \( C \). The matrix \( C \) is a \( 5 \times 5 \) symmetric matrix which satisfies five linearly independent homogeneous restrictions

\[
\sum_{i=1}^{5} c_{ij} = 0 \quad (i = 1, 2, 3, 4, 5).
\]

Thus \( C \) can have at most ten free parameters and in the parameterization \( C = \sum_{a=1}^{19} u_{0a} k_{a}^{2} k_{a}^{t} \), ten of the \( u_{0a} \) are free parameters and nine must be set to zero. These nine are \( a = 10, 11, 12, 14, 15, 16, 17, 18, 19 \) and were identified numerically as described in Gallant (1982).

To impose these restrictions, let

\[
\tau = \begin{bmatrix}
0 \\
0 \\
0 \\
0 \\
1
\end{bmatrix}, \quad R = \begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
0 & -1 & -1 & -1
\end{bmatrix}, \quad R_{22} = \begin{bmatrix}
0 \\
0 \\
-1 \\
-1
\end{bmatrix}
\]

where \( R_{22} \) is obtained by deleting columns 10, 11, 12, 14, 15, 16, 17, 18, 19 from the identity matrix of order 58. Then by writing
Table 2. The Sequence \( k_{o_{19}} \)

<table>
<thead>
<tr>
<th>Input ratios</th>
<th>Main Effects</th>
<th>Interactions</th>
<th>Ratios x low level of ( u )</th>
<th>Ratios x high level of ( u )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( u )</td>
<td>K/L K/E L/E K/M L/M E/M</td>
<td>K/L K/E L/E K/M L/M E/M</td>
<td>K/L K/E L/E K/M L/M E/M</td>
<td>K/L K/E L/E K/M L/M E/M</td>
</tr>
<tr>
<td>K</td>
<td>0 -1 1 0 1 0 0</td>
<td>1 1 0 1 0 0</td>
<td>1 1 0 1 0 0</td>
<td>1 1 0 1 0 0</td>
</tr>
<tr>
<td>L</td>
<td>0 -1 0 1 0 1 0</td>
<td>-1 0 1 0 1 0</td>
<td>-1 0 1 0 1 0</td>
<td>-1 0 1 0 1 0</td>
</tr>
<tr>
<td>E</td>
<td>0 0 -1 -1 0 0 1</td>
<td>0 -1 -1 0 0 1</td>
<td>0 -1 -1 0 0 1</td>
<td>0 -1 -1 0 0 1</td>
</tr>
<tr>
<td>M</td>
<td>0 0 0 0 -1 -1 -1</td>
<td>0 0 0 -1 -1 -1</td>
<td>0 0 0 -1 -1 -1</td>
<td>0 0 0 -1 -1 -1</td>
</tr>
<tr>
<td>u</td>
<td>1 0 0 0 0 0 0</td>
<td>-1 -1 -1 -1 -1 -1</td>
<td>1 1 1 1 1 1</td>
<td>1 1 1 1 1 1</td>
</tr>
<tr>
<td>( \alpha )</td>
<td>1 2 3 4 5 6 7</td>
<td>8 9 10 11 12 13</td>
<td>14 15 16 17 18 19</td>
<td>14 15 16 17 18 19</td>
</tr>
<tr>
<td>(</td>
<td>k_o</td>
<td>)</td>
<td>1 2 2 2 2 2 2</td>
<td>3 3 3 3 3 3 3</td>
</tr>
</tbody>
</table>
\[ \theta = \phi(p) \]

with

\[ \phi(p) = 1 + \omega p \]

one can express the vector \( \theta \) in terms of 53 independent parameters contained in \( p \) of length 53.

Assuming additive errors and using Shepard's lemma, the data follow the statistical model

\[
\begin{align*}
\gamma_{0t} &= g_k(x_t | \theta) + \epsilon_{0t} \\
\gamma_{1t} &= (3/3\lambda_1) g_k(x_t | \theta) + \epsilon_{1t} \\
\gamma_{2t} &= (3/3\lambda_2) g_k(x_t | \theta) + \epsilon_{2t} \\
\gamma_{3t} &= (3/3\lambda_3) g_k(x_t | \theta) + \epsilon_{3t}
\end{align*}
\]

where the share equation for \( \gamma_{4t} \) is discarded due to the restriction that \( \sum_{t=1}^{4} \gamma_{it} = 1 \). See Gallant (1982) for details.

The model may be written in a vector notation

\[
\gamma_{t} = f(x_t | \theta) + \epsilon_t \quad t=1,2,\ldots,25
\]

with \( \gamma_{t} = (\gamma_{0t}, \gamma_{1t}, \gamma_{2t}, \gamma_{3t})' \) and similarly for \( f \) and \( \epsilon_t \) where we assume that the errors are independently distributed each with mean zero and variance-
covariance matrix \( \mathbf{I} \). As \( f(x_t | \theta) \) is linear in the parameters,

\[
f(x_t | \theta) = \mathbf{z}_t^\top \mathbf{\theta}
\]

where \( \mathbf{z}_t \) is of order 4 by 63, this is a multivariate linear model and can be fitted using the Seemingly Unrelated Regressions method (Zellner, 1962). The method is as follows:

Let

\[
s(\theta, \mathbf{z}) = \frac{1}{n} \sum_{t=1}^{n} (y_t - \mathbf{z}_t^\top \mathbf{\theta})^\top \mathbf{I}^{-1} (y_t - \mathbf{z}_t^\top \mathbf{\theta}).
\]

First compute

\( \mathbf{\bar{p}} \) to minimize \( s(\mathbf{g}(\mathbf{p}), \mathbf{I}) \)

Let

\[
\mathbf{\bar{g}} = \mathbf{g}(\mathbf{\bar{p}}) = \mathbf{r} + \mathbf{R}\mathbf{p}
\]

Next, estimate \( \mathbf{\Sigma} \) by

\[
\hat{\mathbf{\Sigma}} = \frac{1}{n} \sum_{t=1}^{n} (y_t - \mathbf{z}_t^\top \mathbf{\bar{g}})(y_t - \mathbf{z}_t^\top \mathbf{\bar{g}})^\top.
\]

Finally, compute

\( \hat{\rho} \) to minimize \( s(\mathbf{g}(\mathbf{\rho}), \hat{\mathbf{\Sigma}}) \).
As shown in Gallant (1982), a twice continuously differentiable cost function is concave at a point if and only if its corresponding log cost function satisfies:

R5. Concavity. $\mathcal{V}^2 g + \mathcal{V}g' \mathcal{g} - \text{diag}(\mathcal{V}g)$ is a negative semi-definite matrix of rank $N-1$ with $l$ being the eigenvector of root zero.

Then at the value $x^*$ of $x$ obtaining in the year 1959, the constraint to be imposed on the Fourier log cost function is

R5'. Concavity. $\mathcal{V}^2 g[x^*, \phi(p)] + \mathcal{V}g[x^*, \phi(p)] \mathcal{V}g[x^*, \phi(p)] - \text{diag}([\mathcal{V}g[x^*, \phi(p)]]$ is a negative semi-definite matrix of rank $N-1$ with $l$ being the eigenvector of root zero.

Using the methods of the previous sections, we propose to impose concavity at the year 1959 on the Fourier log cost function by modifying the last step of the Seemingly Unrelated Regressions estimator to read: Compute $p$ to minimize $s[\phi(p), \ell]$ subject to R5'.

To do this, let

$$-\lambda(p) = \mathcal{V}^2 g[x^*, \phi(p)] + \mathcal{V}g[x^*, \phi(p)] \mathcal{V}g[x^*, \phi(p)] - \text{diag}([\mathcal{V}g[x^*, \phi(p)]]$$

and set

$$a = \begin{bmatrix} 1 \\ 1 \\ 1 \\ 1 \end{bmatrix}$$
\[ h(\mathbf{x}, \rho) = \min \{ z' \mathbf{A}(\rho) z : \mathbf{a}' z = 0, z' z = 1 \}. \]

The problem becomes

\[
\text{minimize } s \{ \phi(\rho), \mathbf{z} \}
\]

subject to: \( h(\mathbf{x}, \rho) \geq 0 \)

which can be solved directly using the methods of the previous sections provided that

\[ \mathbf{\hat{A}} = (\partial^2 \mathbf{x}) \mathbf{A}(\rho) \]

can be easily computed; note \( \mathbf{\hat{A}} \neq 0 \). We turn our attention to this task.

A first partial derivative in \( \mathbf{x} \) of the Fourier log cost function evaluated at the year 1959 is a linear function of the form

\[
(\partial^2 \mathbf{x}) \mathbf{g}_R(\mathbf{x}, \theta) = \mathbf{h}_R \theta
\]

as seen by inspecting the formula for \( \mathbf{Vg}(\mathbf{x}, \theta) \) set forth above. Similarly, a second order partial derivative is a linear function of the form

\[
(\partial^2 \mathbf{x}) \mathbf{g}_R(\mathbf{x}, \theta)\mathbf{g}_R(\mathbf{x}, \theta)' = \mathbf{h}_{ij}' \theta
\]

where \( \mathbf{g}_R, \mathbf{h}_{ij}' \), and \( \theta \) are vectors of length 6). Then
\[
(\frac{\partial}{\partial x_1}) g_k[x^*, \phi(\rho)] = y_1^* + y_1^* R_\rho,
\]
\[
(\frac{\partial^2}{\partial x_1 \partial x_2}) g_k[x^*, \phi(\rho)] = h_{11}^* + h_{11}^* R_\rho.
\]

A diagonal element \(a_{11}(\rho)\) of \(A(\rho)\) is computed as

\[
-a_{11}(\rho) = (h_{11}^* + h_{11}^* R_\rho) + (g_1^* + g_1^* R_\rho)^2 - (g_1^* + g_1^* R_\rho)
\]

whence, at sight,

\[
-(\frac{\partial}{\partial \rho}) a_{11}(\rho) = h_{11}^* R + 2(g_1^* + g_1^* R_\rho)g_1^* R - g_1^* R.
\]

The desired \((\frac{\partial^2}{\partial \rho^2}) a_{11}(\rho)\) is the \(k\)-th element of \((\frac{\partial^2}{\partial \rho^2}) a_{11}(\rho)\). An off-diagonal element \(a_{1j}(\rho)\) with \(i \neq j\) is computed as

\[
-a_{1j}(\rho) = (h_{1j}^* + h_{1j}^* R_\rho) + (g_1^* + g_1^* R_\rho)(g_j^* + g_j^* R_\rho)
\]

whence, again at sight

\[
-(\frac{\partial}{\partial \rho}) a_{1j}(\rho) = h_{1j}^* R + (g_1^* + g_1^* R_\rho)g_j^* R + (g_j^* + g_j^* R_\rho)h_{1j}^* R.
\]

Using SUBROUTINE SALQDR of the NPL Library (NPL, 1960)—a quasi-Newton method (Gill, Murray and Wright, 1981)—to solve

\[
\text{minimize } s[\phi(\rho), z]
\]

subject to: \(h(x^*, \rho) > 0\).
and using SUBROUTINE EIGRS of the IMSL library (IMSL, 1981) for eigenvector/eigenvalue determination we obtain the solution \( \hat{\theta} = \phi(\hat{\rho}) \) reported in Table 3. Shown also is the Seemingly Unrelated Regressions estimate \( \hat{\theta} = \phi(\hat{\rho}) \) as computed in Gallant (1982). In both instances \( \hat{\theta} \) is that obtained from residuals from \( \hat{\rho} \) minimizing \( s[\phi(\hat{\rho}), I] \) as described earlier so that the values of \( s[\phi(\hat{\rho}), \hat{I}] \) and \( s[\phi(\hat{\rho}), \hat{I}] \) shown in the last line of the table are strictly comparable.

Using formulae set forth in Gallant (1982) the Allen partial elasticities of substitution and price elasticities at the year 1959 were computed from the estimates shown in Table 3 and are reported in Table 4.

A readily available source of high quality software for inequality constrained optimization is NAG Libraries, 1250 Grace Court, Downers Grove, Illinois 60516, USA; eigenvector/eigenvalue routines are in the NAG library also. A FORTRAN subroutine to compute \( \lambda \) and \( \hat{\lambda} \) given \( A, a, \hat{A} \) and \( \hat{\lambda} \) is available from A. R. Gallant at the cost of reproduction and postage. This offer expires two years from the publication date.
<table>
<thead>
<tr>
<th>Parameter</th>
<th>Unconstrained</th>
<th>Constrained</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_1$</td>
<td>0.1523456</td>
<td></td>
</tr>
<tr>
<td>$a_2$</td>
<td>0.0498713</td>
<td></td>
</tr>
<tr>
<td>$a_3$</td>
<td>0.2581952</td>
<td></td>
</tr>
<tr>
<td>$a_4$</td>
<td>-0.1234567</td>
<td></td>
</tr>
<tr>
<td>$a_5$</td>
<td>-0.0123456</td>
<td></td>
</tr>
<tr>
<td>$a_6$</td>
<td>0.0012345</td>
<td></td>
</tr>
<tr>
<td>$a_7$</td>
<td>0.0001234</td>
<td></td>
</tr>
<tr>
<td>$a_8$</td>
<td>0.0000123</td>
<td></td>
</tr>
<tr>
<td>$a_9$</td>
<td>0.0000012</td>
<td></td>
</tr>
<tr>
<td>$a_{10}$</td>
<td>0.0000001</td>
<td></td>
</tr>
</tbody>
</table>

Table 1. Unconstrained and Constrained Estimates of the Log-Power GOF Function.

<table>
<thead>
<tr>
<th>Elasticity</th>
<th>Unconstrained</th>
<th>Constrained</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\partial_{K}^d$</td>
<td>-6.5321</td>
<td>-6.0083</td>
</tr>
<tr>
<td>$\partial_{L}^d$</td>
<td>.3288</td>
<td>.4890</td>
</tr>
<tr>
<td>$\partial_{K}^c$</td>
<td>.6613</td>
<td>1.1704</td>
</tr>
<tr>
<td>$\partial_{M}^c$</td>
<td>.4545</td>
<td>.2935</td>
</tr>
<tr>
<td>$\partial_{L}^c$</td>
<td>-.2813</td>
<td>-.4163</td>
</tr>
<tr>
<td>$\partial_{E}^c$</td>
<td>4.5678</td>
<td>3.6353</td>
</tr>
<tr>
<td>$\partial_{M}^c$</td>
<td>-.2422</td>
<td>-.1289</td>
</tr>
<tr>
<td>$\partial_{E}^c$</td>
<td>28.5133</td>
<td>37.1911</td>
</tr>
<tr>
<td>$\partial_{M}^c$</td>
<td>-.0157</td>
<td>.9837</td>
</tr>
<tr>
<td>$\partial_{E}^m$</td>
<td>.0642</td>
<td>-.0436</td>
</tr>
<tr>
<td>$\partial_{K}^m$</td>
<td>-.4013</td>
<td>-.3691</td>
</tr>
<tr>
<td>$\partial_{L}^m$</td>
<td>.0908</td>
<td>.0300</td>
</tr>
<tr>
<td>$\partial_{K}^m$</td>
<td>.0300</td>
<td>.0719</td>
</tr>
<tr>
<td>$\partial_{M}^m$</td>
<td>.2806</td>
<td>.0180</td>
</tr>
<tr>
<td>$\partial_{L}^m$</td>
<td>.0202</td>
<td>.1350</td>
</tr>
<tr>
<td>$\partial_{E}^m$</td>
<td>.0776</td>
<td>.1149</td>
</tr>
<tr>
<td>$\partial_{E}^l$</td>
<td>.2069</td>
<td>1.0037</td>
</tr>
<tr>
<td>$\partial_{M}^l$</td>
<td>-.1495</td>
<td>-.0356</td>
</tr>
<tr>
<td>$\partial_{E}^l$</td>
<td>.0406</td>
<td>.0530</td>
</tr>
<tr>
<td>$\partial_{M}^l$</td>
<td>1.2608</td>
<td>.1645</td>
</tr>
<tr>
<td>$\partial_{E}^e$</td>
<td>1.2917</td>
<td>1.6830</td>
</tr>
<tr>
<td>$\partial_{M}^e$</td>
<td>-.0037</td>
<td>.0445</td>
</tr>
<tr>
<td>$\partial_{E}^e$</td>
<td>.0279</td>
<td>.1811</td>
</tr>
<tr>
<td>$\partial_{M}^e$</td>
<td>-.0668</td>
<td>-.0786</td>
</tr>
<tr>
<td>$\partial_{E}^m$</td>
<td>-.0007</td>
<td>.6071</td>
</tr>
<tr>
<td>$\partial_{M}^m$</td>
<td>.0396</td>
<td>-.0269</td>
</tr>
</tbody>
</table>
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