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Summary

This paper develops a general analytical framework for the analysis and design of corporate planning models susceptible of (1) easy computer implementation as achieved by some existing report generalizing systems; while (2) integrating the analytically sophisticated techniques for optimizing the system's performance. The basic tree structure of any accounting system is introduced together with the associated 'system matrix', and 'aggregate transactions' vector. This leads to a simple linear system representation of corporate accounts. A more detailed pro forma system is then used to study and compare existing corporate planning models. Fundamental criteria characterizing these models are found and illustrated with a few well known models. A corporate planning simulation language is then presented. Ongoing and future research on application of this methodology to sensitivity analysis and regression type studies in corporate planning are also sketched.

1. Introduction

Formalization of management decisions is now a favorite exercise of economists, management scientists, computer scientists and even practicing managers. Unfortunately, the result has been a hodgepodge of unconnected, highly segmented contributions. Little attention has been given to the integration of these models into a comprehensive, easily accessible and computer implementable overall model of a firm. Indubitably, there are scores of computer packages purporting to implement a basic accounting structure to enable the manager to generate necessary reports of his company at various target dates. But these models rarely attempt to integrate optimization methods or other analytical tools to evaluate company performance under alternative corporate policies. A successful integration of these features in a corporate planning model would enable the manager to make full use of the speed of execution, accuracy and convenience afforded by computers in other planning applications. This paper proposes a powerful self-contained framework to achieve this goal. Its usefulness is demonstrated by analyzing some representative corporate planning models, classifying them according to operational criteria and drawing general conclusions as to the level of detailed performance tracking and optimizing they provide the user.

The paper is organized around seven sections. Following this introduction, section 2 introduces the basic system (and 3·). This system is used: (1) to represent the state of a corporation as described in the standard accounting and financial literature (this representation provides a compact and computationally tractable procedure); (2) to record basic events in the corporation; (3) to update the corporate accounts accordingly; (4) to track the system's performance; and (5) to suggest alternative policies to achieve corporate objectives. A simple example is used to introduce the basic notions of the true representation of a hierarchical system and its associated 'system matrix' and the 'aggregate transactions vector'. The 'system matrix', 'aggregate transactions vector' and 'system state vector' form a linear system. This immediately allows the methods of linear systems and linear-quadratic Gaussian systems theory to be applied. A number of models in the literature such as the Holt-Robins-Gillies-Steen (HOLRS) model and Law and Pelsman are thus encompassed in our general framework. Furthermore, it should be noted that this corporate financial accounting application is but one of many possible applications of this formalism. A non-exhaustive list of other applications includes cost accounting, national accounting, sales analysis by product, by customer, etc., health care delivery systems and distribution systems. Alternative levels of disaggregation of the system are also suggested. This representation is then fully developed for the case of a corporate accounting system in section 3. With this 'pro forma system' we are able in section 4 to establish operational classification criteria for existing corporate planning models, e.g., (1) their level of 'vertical' and 'horizontal' detail, (2) their implications on an economic time dimension, and (3) the analytical technique used for obtaining a solution. This framework
leads us to some broad hypotheses regarding the feasible trade-offs in designing such models. Our approach is then applied to five corporate planning models representative of the existing literature (section 5). To further demonstrate the usefulness of these ideas, we outline their use in the development of a complete self-contained corporate planning language (section 6). A concluding section sketches some basic areas of ongoing and future research with particular reference to (1) the implementation for regression-type models in corporate planning and (2) sensitivity analyses in simulation and optimization models.

2. A Graphical-Algebraic Representation of Hierarchical Systems

Tree diagrams provide a well-known means for representing hierarchical systems. Clearly, double entry bookkeeping can be formalized by such a tree. Given some initial resources the basic distinction is between their sources on the one hand--owned or borrowed--and their uses on the other hand. The former are customarily known as the equity and the latter as the liabilities of the corporation; while the latter constitute its assets. Together they form the firm's balance sheet which describes the state of the system. Changes in the system affect the levels of the balance sheet accounts. They are continuously updated to reflect events in the corporation. For performance evaluation, it is also useful to classify these events by their effects (inflows or outflows) on the state of the system. A standard classification is given in the 'Income Statements'.

These considerations can be summarized in a tree graph. The nodes describe elements in the classification scheme and the arcs are represented by directed arcs connecting leaf nodes. Figure 1 represents a basic breakdown of a corporate balance sheet. Obviously to affect a node requires a transaction connecting two leaf nodes in the sub-tree associated with that node. This means that a viable algebraic representation of this tree requires (1) a matrix with a positive and an off-setting negative entry to account for transactions affecting leaf nodes and (2) a vector with as many entities as there are conceivable links between leaf nodes. What is conceivable depends on the classification chosen and the legal bounds imposed upon the corporation. Certain transactions may not be feasible either from a legal or accounting viewpoint.

The 'Incidence Matrix'.

The effect on the leaf nodes can be summarized by the conventional node-matrix, or 'incidence matrix'. If one also wants to represent the effect on higher order nodes in the tree structure, it suffices to add a row for each such node. Each transaction linking two leaf nodes defines a unique loop in the tree and will correspond to a column of the matrix. Thus a simple algebraic representation of the tree requires a 0(4,1) matrix with as many rows as there are nodes in the tree and as many columns as there are feasible transactions between leaf nodes. Finally we need to adopt a sign convention for the direction of the transaction. Our convention is to take debit entries--i.e. increases in the assets accounts or decreases in the equity/liability accounts--as positive and credit entries--i.e. decreases in the assets accounts or increases in the equity/liability accounts--as negative. The resulting matrix will henceforth be referred to as the (n x n) 'systems matrix'.

Corresponding to Figure 1:

\[
\begin{bmatrix}
T_1 & T_2 & T_3 & T_4 \\
A & -1 & 0 & 0 \\
LA & -1 & 0 & -1 \\
S & CA & -1 & -1 & 0 \\
FA & 0 & -1 & 0 & 0 \\
CL & 0 & 0 & 0 & -1 \\
LD & 0 & 0 & -1 & 0 \\
K & -1 & 0 & 0 & 0 \\
\end{bmatrix}
\]

The 'Aggregate Transactions Vector'.

As noted earlier, the states of the nodes of the systems are changed by transactions reflecting corporate decisions and activities. States are observed at discrete points, perhaps mandated by law. Between two observations \((t_i,t_{i+1})\) the amount of each type of transaction is recorded as a separate entry in the aggregate transactions vector, \(\vec{T}\). For instance, in our previous example we could have \(\widehat{T} \in \mathbb{R}^4\) where \(\widehat{T}\) denotes the aggregate investment by the firm's owner(s) during the \(t^{th}\) period (transaction type 1), etc.

The matrix multiplication \(\vec{b} \cdot \vec{T}\) summarizes the change in the state of the system. Denoting by \(b_1 \in \mathbb{R}^n\) the state of the system (values associated with nodes in the tree), the transition equation for the system is:

\[
b_{t+1} = b_t + \vec{A} \cdot \vec{T} = \vec{b} + \vec{T}.
\]

(1)

With this simple graphical-algebraic representation of the system, we have a general method for (1) comparing existing corporate planning models, (2) establishing useful criteria for such conventions, and (3) building a general corporate planning simulation language. We take up these issues in the following sections.

3. A 'Pre-Formal' System

The Basic System for Financial Planning

In this section we focus on a more detailed system description for corporate planning. This greater disaggregation allows us to encompass existing corporate planning models in a single
Framework while it provides useful dimensions for comparing such models. Figure 2 gives the tree representation of a standard corporate financial reporting structure. Figure 3 gives a nonhierarchical list of the most common transactions occurring in any business.

At this point it should be noted that we have expanded the tree in Figure 2 to include the income statement classification scheme. As we can recall, this describes which events lead to changes in the stock or balance sheet variables. For instance a cash sale of goods is associated with two transactions: namely, F1 and F5. The system consisting of the nodes corresponding to stock variables and nodes corresponding to a classification scheme for events can also be represented by a linear system as follows:

$$\text{E} + E = A \cdot E$$

Here the (expanded) state space corresponds to all nodes in the tree. The (m x n) E matrix is an (m x n) identity matrix except that diagonal elements corresponding to non-balance sheet accounts are set equal to zero in order to respect the flow nature of the income statement accounts.

Extensions of the Basic System for Other Classification Criteria

This pro forma statement is broadly representative of the structure of financial accounts in today's corporation. The operation of a multinational corporation can be represented using separate substrutures for each division and relating them to a consolidated set of accounts. In this case, the plane will be composed of as many sub-vectors as there are divisions. This example is but one of many subsets in which the corporation operates. (2) Sales by Product

(3) Production breakdown by expanding the tree beneath the working process account according to whether product or process costing system is used (including standard costing systems), and (4) departmental costs of "responsibility accounting" in which a classification by departmental cost centers is used in parallel with the standard financial accounting structure.

As described later it is easy to automate the computer implementation of the basic tree structure together with the updating and reporting system. Further, it is very simple to modify the basic tree to test how alternative organizational structures and accounting conventions (marginal cost vs replacement cost, etc.) affect the reporting system performance.

Throughout the above discussion we have implicitly considered the recording of aggregate transactions in summary units—dollars. The transactions information need not be specified always as a vector. It is possible to have a transaction matrix where every column represents the transaction values corresponding to a tree sub-division (monthly, quarterly, weekly, some month last year, etc.) A non-column transaction matrix can also represent both the unit volume and $ value of all transactions. In all the above mentioned cases, the state of the system and the system's equation will remain the same except for some minor modifications in the aggregation process.

A Classification Scheme for Corporate Planning Models

We now examine the fundamental criteria embodied in the basic pro form a format to differentiate among existing corporate planning models.

Referring to the basic tree given in Figure 2 below, we see four dimensions of classification:

1. The extent of the coverage of the model. This is measured by the number of events used to describe the state, b, of the system and, correspondingly, the number of events included in t.

2. The time frame of the model: short-run vs. long-run.

3. The objective function considered in the model, e.g., earnings-per-share (EPS), return-on-investment (ROI), etc.

4. The analytical techniques used, e.g., maximization (linear, non-linear), simulation, regression, etc.

These dimensions of classification enable us to compare existing models. An important point to note is that a choice on one dimension often conflicts with the model's narrow focus on another dimension. In that sense, these dimensions are not independent.

Extent and Level of Coverage

As in any tree graph the level of a node is measured by the number of arcs in a path from the root to that node. Here, higher levels are closer to the root node. In the tree structure, the user can opt for a given level and record events by their effect on all accounts at that level. Alternatively, he could choose to span a number of different levels in the tree or be narrowly concentrated at a given level. As we pointed out in developing the basic system of accounts, any amount of disaggregation can be chosen that suits the user's needs best. His choice will depend on the variables to be used in his objective function. This natural correspondence between the level in the tree of the variables in the model and the objective function is illustrated by Figure 4. Higher levels in the tree are associated with broad financial goals, e.g., EPS, ROI. As we move down to lower levels the goals are more narrowly confined to functional areas: measuring, production, inventory management, etc. This observation also sug-
goals that the pro forma system can be used as a framework of integration of existing specialized planning models. It is interesting to note that traditional functional areas lead to a grouping of the tree nodes which spans several levels. This observation means that narrowly defined functional goals still require some aggregation to solve as objectives in formal corporate planning models. This aggregation requires some care, since the inputs of lower level models cannot always be used directly as inputs to higher-order models. For instance, any operations research models can be in terms of the number of marginal cost contributions to the firm's overall profit but do not recognize the full economic cost—especially overhead—in the solution. Some recent work suggests a method for allocating fixed cost while retaining the solution reached by XR-type models. Inventory models are another case where the basic data used is not exactly consistent with that required as input to financial accounts. For instance, a large proportion of holding costs for inventory items in the opportunity cost associated with the dollars invested in inventory, whenever lower level XR-type models are integrated with higher level financial-type models, care must be taken to allow for a consistent translation between the inputs and outputs at the different levels. With this proviso in mind some of the inputs from lower level models to higher level models are indicated in Figure 4. On the other hand, if higher level decisions are used to guide lower level policies the same variables become constraints on the local optimization problem.

Figure 5 shows groupings of nodes affected by several basic decision models which are usually treated as independent entities. Global optimization of the corporate level—if it is to be attained—requires explicit recognition of number of dependencies. Here again the tree structure and the vector help the modeler see the interconnections. This aggregation requires some care, since in a corporate budgeting application all components of the corporate level must be considered along with the inputs associated with long-term funding (transaction 5's 413 to 415). A new approach: This gives a projected cash flow which may trigger a readjustment of the elements of 6's circular with the label 'Funds Acquisition Policy'. An approach for measuring the interaction between various models is suggested in section 7.

Choice of a Time Horizon

Another common characteristic which differentiates models in the time period over which the user is interested in observing and controlling the system. This feature is also obvious as to how become the sole criterion for classification of various planning methodologies. It is useful, however, must be coupled with other criteria. They are not completely independent; in fact, the time period. Examples of traditional categories on this dimension are the very short-run—e.g., the time to complete a production process; the short-run—from a day to one or several months; the medium run—up to a year; and the long run—something up to five or ten years. Given the need for various forecasts as we move into longer-run planning it is not surprising to find that models with a long-run horizon tend to be more aggregated both in terms of their level in the tree and their coverage of the basic accounts. This, no doubt, stems from a recognition that one stands to gain little and may lose in analytical tractability by seeking broad coverage since the addition of disaggregated lower level accounts only compounds the forecasts required for implementation. Thus it is reasonable to hypothesize that the longer time dimension models tend to have more restricted coverage (level and extent). Another aspect of the trade-off between these two dimensions is found in the variable chosen as a target in the model's objective function.

Choice of a Goal in the Objective Function

The existing corporate planning literature offers a large variety of goals to summarize the performance of the corporation. Examples include such criteria as EPS, ROI, Present Value of Discounted Cash-Flow, etc. Several models of investors' behavior have been used to justify the various objectives chosen. Also given the differing views found in the literature on this point, it is not surprising to explore their variety of goals in the objective functions adopted for corporate planning models. Here again, this choice of a variable is partly determined by (or, conversely, partly determines) the level and extent of coverage and the time frame chosen.

The Form of the Objective Function

The analytical technique used in the model depends largely on the above three criteria (coverage, time and goal), and the interactions we have noted between them. Such techniques as mathematical programming, simulation and regression, are commonly used in the literature. The greater analytical tractability carries a price: that of oversimplification and lack of detail.

These criteria and broad conjectures are illustrated by considering five (5) corporate planning models chosen for their diversity and to encompass the many options opened to the analyst.

5. Examples of Some Corporate Planning Models

The Models

For exposition the models are considered in descending level of the tree.

Hammond and Moses' (1960) Optimization Model for Corporate Financial Planning utilizes many capital budgeting models. Investment projects, with associated cash-flow requirements, are selected optimally to meet a set of corporate goals and constraints such as risk-preferences and credit limitations. As shown in Figure 6, the emphasis is on the sources of debt, equity and the type of debt acquired by the corporation, as well as the divisions in the long run.
The model allows for multiple division; however, all funding decisions are made at the corporate level. Mixed integer programming is used to optimize solution. Some financial advisors attempt to integrate both financial and operating policies. In the paper by Johnson (1978), the firm's short-term cash budgeting, long-term capital budgeting and related financing mix are simultaneously determined. Revenues are determined exogenously and the value of debt acquired, dividends paid and operating costs incurred are treated as decision variables in a stochastic control model meeting both short and long-term goals.

Pindyck (1981) discusses a financial simulation model which typifies the kind of model produced by many financial planning software packages. Sales forecasts are used to drive the model, and to generate various operating transactions components of $t$. These, in turn, determine cash requirements. Management policies with respect to dividends, retained earnings, debt-equity ratio, etc. determine now debt and equity needs. Note that the simulation technique allows broader coverage but precludes conclusions concerning optimality of the resulting decisions.

Dance & Schramm (1978) focus on the interaction between the marketing, production and finance functions. Maximization of the net cash generated is shown as the objective. Values of decision variables in all three areas are simultaneously determined by nonlinear programming.

The final example that will be discussed here is the BEPS model that is employed in the short-term planning of production and employment. The analytical techniques use the well-known linear-quadratic system model. Figure 10 illustrates the accounts that may be affected by the decision or what is currently taken in regard to production level and work-force. As shown therein the five nodes (accounts) of the preforms tree structure have to be disaggregated so the fully understood the impact of a lower level model and their interactions. Some Observations Regarding the Model

A comparison of the transactions implied by different models is shown in Figure 11. In this figure we group the elements of $t$, the aggregate transactions vector, in broad categories similar to those of the groupings of accounts (nodes) in the tree depicted in Figure 5. This disaggregation of the transaction flows enables us to compare the variables included in the five models reviewed above. Further, as we move from BEPS to RAPS we observe broad aggregations of transactions tracked separately in previous models. Of course, this is another way of recognizing that RAPS operates at the highest level in the tree which requires tracing the impact of all transactions linking lower level nodes; whereas BEPS operates at the lowest level focusing solely on production planning. Given the role of $t$ in changing the state of the system from one period to the next (see equations 1-2 above), a key step in planning consists in evaluating the ex-ante of $t$ that will meet the objectives set by the planner. Two approaches are often found in the planning literature "top-down" and "bottom-up".

1. In top-down planning the transaction vector is estimated using historical or policy determined relationships between the decision variables (sales, production, marketing, etc.) and the various other elements of the transaction vector. For instance, in Pindyck's model "sales" is used to compute all other transaction variables. These estimated transaction values then become budgets to the corresponding functional units.

2. In bottom-up planning each functional unit will forecast its needs to achieve a broad corporate objective(s) and top management will derive a funding mechanism to satisfy these needs and also meet both the overall corporate objectives and the financial constraints. A prevailing view among corporate planners is to incorporate both these approaches in the development of an integrated planning and management mechanism. Thus we may note that $t$ is a link between corporate objectives and financial policies. This dependency is also illustrated in Figures 4 and 5. A useful distinction can be made between "funding" transactions that represent the financing of the operations of a firm (sources of funds, e.g., equity, new debt, retained earnings) and "operating transactions"... all others. Each transaction is the result of: (1) a decision taken by a unit (purchase of raw materials on credit); (2) a policy set by top-management (pay 2% stock dividends); or (3) parameters set by an external agency (pay 4% of earnings as taxes). Since the operating decisions/policies are interdependent, the values of the corresponding transactions in the transaction vector are interrelated. Hence the sequence used in computing the transaction variables is important. Activities occur simultaneously at all levels of an organization thus posing a difficult computational problem. However in some cases it is reasonably accurate to calculate values for subsets of the planning variables in an iterative manner. Thus some transaction values have to be estimated before evaluating the others. Examples of this are the "funding" and "operating" transactions. Evaluation of all operating transactions will yield an estimate of funds needed in excess, which can then be used to determine the funding transactions that represent the acquisition/disposal of these deficits. In such cases, one needs to estimate $t$ in two or more iterations. Several methods for computing $t$ are available. The most widely used in the estimation of operating transactions is the iteration strategy used in the system. This iteration strategy is used in most models to get a more accurate picture of the financial statements. This is not an example of the economy and flexibility afforded by the system discussed in the next section.
Most of the existing planning packages provide (1) facilities for accessing data files such as econometric data series (national, regional, and industry data), and financial and operating time series data for the corporation being studied; (2) a simulation language for stating the model and testing the effect of alternative decisions/policies; (3) a report generation system to project corporate financial statements under alternative policies. Well known examples of such systems are IBM's 'Scientific Time Sharing Corp (FTS)' or the SIMPLAN™ system.

In these basic components we add a 'system logic file'. Amongst other things our system can be used for:

- Projection of financial statements--balance sheets, income statements and sources and uses of funds.
- Sensitivity analysis of alternative policy scenarios and of alternative corporate policies, accounting conventions and organizational structures.
- Development and analysis of budgets.
- Selection of optimal corporate policies based on analytical models or submodels.

The major systems components are the systems tree, systems matrices and the aggregate transaction vector. These building blocks represent readily testable 'schemes' to state the logic of a corporate system. As explained above it is easy to input and store definitions of the basic variables (nodes) to be controlled. A simple algorithm is used to generate the systems matrix for any subset of nodes and the transactions required for a particular model. The systems logic is built from the hierarchical structure which can be used as an intelligence to determine the instances what set of transactions is required for a given set of nodes to compute S(t) and update k.

Another example of the system's flexibility is afforded by its application to more restricted, possibly function-based, scenarios ('sub-schemes'). Here all that is needed is the specification of the behavioral and/or policy assumptions, regression equations and optimal decision rules involved. Since all the accounting system logic can be pre-stored, alternative models can be economically stated, evolved and modified. Summary reports are also readily obtained from pre-stored report generation routines.

Since the logic of the system is stored it is never necessary to recompute it for each planning model. This eliminates all lines of code which are concerned with accounting identities. An instance of the reduction in the problem statement required for computer implementation of the model is given by comparing our approach with that of Pindyck's model. In this case a conservative estimate of these savings in number of planning language statements is 40%.

7. Conclusion

In this section we indicate some directions of ongoing and future research. Firstly, only long range planning systems use regression techniques for projecting basic financial statements. A difficulty with this approach is in deciding what variables can be safely treated as exogenous and what variables should be considered endogenous. Of course, this issue always arises in econometric models, but the little theory exists to help the planner decide. The hierarchical structure suggests that one need not estimate nodes (state variables), but only the elements of $y$ (flow variables). Stock variables can then be determined using the basic linear system.

Secondly, as mentioned before, our system can be used to study, (1) the percent contribution of $t_j$ in the value of $b_j$, denoted $b_{1j}$; and (2) the change in the value of node $b_j$ resulting from a unit variation of $t_j$ from its expected value, denoted $b_{2j}$. The $b_{12j}$ coefficients measure the relative contribution of the variables tracked in $t$ to the achievement of the objectives set by various modules using these variables. Finally, the $b_{12j}$ coefficients can be easily related to a classical dual variable interpretation when weighted by a measure of the cost of varying any $b_j$ from management's target.
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1. Introduction

Formalization of management decisions is now a favorite exercise of economists, management scientists, computer scientists and even practicing managers. Unfortunately, the result has been a host of apparently unrelated, and highly segmented contributions. Little attention has been given to the integration of these models into a comprehensive, easily accessible and computer implementable overall model of a firm. Unfortunately, there are fewer of computer packages purporting to implement a basic accounting structure to enable the manager to generate summary reports of his company at various target dates. But these models rarely attempt to integrate optimization methods or other analytical tools to evaluate company performance under alternative corporate policies. A successful integration of these features in a corporate planning model would enable the manager to make full use of the speed of execution, accuracy and convenience afforded by computers in other planning applications. This paper proposes a powerful self-contained framework to achieve this goal. Its usefulness is demonstrated by analyzing some representative corporate planning models, classifying them according to operational criteria and drawing general conclusions as to the level of detailed performance planning and optimizing they provide the user.

The paper is organized around seven sections. Following this introduction, section 2 introduces the basic system (see1). This system is used: (1) to represent the state of a corporation as described in the standard accounting and financial literature (this representation provides a compact and computationally tractable procedure); (2) to record basic events in the corporation; (3) to update the corporate accounts accordingly; (4) to track the system's performance; and (5) to suggest alternative policies to achieve corporate objectives. A simple example is used to introduce the basic notions of the tree representation of the corporate plan and the associated "systems matrix" and the "aggregate transactions vector". The "systems matrix", "aggregate transactions vector" and "systems state vector" form a linear system. This immediately allows the methods of linear systems and linear-quadratic Gaussian systems theory to be applied. A number of models in the literature such as the Holt-Rush-Modigliani-Simon (SWMMS) model2 and Lev and Palepu3 are then compared in our general framework. Furthermore, it should be noted that this corporate financial accounting application is but one of many possible applications of this formalism. A non-exhaustive list of other applications includes cost accounting, national accounting, sales analysis, by product, region etc, health care delivery systems, and distribution systems. Alternative levels of disaggregation of the system are also suggested. This representation is then fully developed for the core of a corporate accounting system in section 3. With this 'pro forma system' we are able in section 4 to establish operational classification criteria for existing corporate planning models, e.g. (1) their level of 'vertical' and 'horizontal' detail, (2) their implicit or explicit time dimension, and (3) the analytical technique used for obtaining a solution. This framework
framework while it provides useful dimensions for comparing such models. Figure 2 gives the tree representation of a standard corporate financial reporting structure. Figure 3 gives a nonhierarchical list of the most common transactions occurring in a corporation.

At this point it should be noted that we have expanded the tree in Figure 2 to include the income statement classification scheme. As we can recall this describes which events lead to changes in the stock or balance sheet variables. For instance a cash sale of goods is associated with two transactions; namely, \( b_2 \) and \( b_5 \). The system enrolling the nodes corresponding to stock variables and nodes corresponding to a classification scheme for events can also be represented by a linear system as follows:

\[ k^x \cdot g = a^z + b^y \cdot t \]  

(2)

Here the (expanded) state space corresponds to all nodes in the tree, the \( (n \times m) \) matrix is an \( (n \times m) \) identity matrix except that diagonal elements corresponding to non-balance sheet accounts are set equal to zero in order to respect the flow nature of the income statement accounts.

**Extensions of the Basic System for Other Classification Criteria.**

This pro forma statement is broadly representative of the structure of financial accounts in today’s corporation. The operation of a multidimensional corporation can be represented by separate substructures for each division and relating them to a consolidated set of accounts. In this case, for instance, \( y \) will be replaced by the number of such sub-vectors as there are divisions. This example is but one of many sub-classifications the user may want to consider in setting up his system. For instance he may want information concerning: (1) operations in the various regions in which the corporation operates, (2) sales by product, (3) product cost breakdowns by expanding the tree beneath the working process account according to whichever product or process costing system is used (including standard costing systems), and (4) departmental costs or “comparability accounting” in which a classification by departmental cost centers is used in parallel with the standard financial accounting structure.

As described later it is easy to automate the computer implementation of the basic tree structure together with the uplinking and reporting system. Further, it is very simple to modify the basic tree to test how alternative organizational structures and accounting conventions (historic cost vs replacement cost, etc.) affect the reported system performance.

Throughout the above discussion we have implicitly considered the sequencing of aggregate transactions in monetary dollar terms. The transactions information must not be specified always as a vector. It is possible to have a transaction matrix where every column represents the transaction values corresponding to a time sub-division (monthly, quarterly, weekly, same month last year, etc.). A two-column transaction matrix can also represent both the unit volume and $ value of all transactions. In all the above mentioned cases, the state of the system and the system’s function will remain the same except for some minor modifications in the aggregation process.

4. **A Classification Scheme for Corporate Planning Models.**

We now examine the fundamental criteria embodied in the basic pro forma system to differentiate among existing corporate planning models.

Referring to the basic tree given in Figure 2 below, we use four dimensions of classification:

1. The extent of the coverage of the model. This is measured by the number of elements used to describe the system, b, of the system, and, correspondingly, the number of elements included in \( r \).

2. The time frame of the model: short-run vs. long-run.

3. The objective function considered in the model e.g. earnings-per-share (EPS), return-on-investment (ROI), etc.

4. The analytical techniques used, e.g. optimization (linear, non-linear), simulation, regression, etc.

These dimensions of classification enable us to compare existing models. An important point to note is that a choice on one dimension often confines the model to narrow ranges on another dimension. In that sense, these dimensions are not independent.

**Extent and Level of Coverage.**

As in any tree graph the level of a node is measured by the number of arcs in a path from the root to that node. Here, higher levels are closer to the root node. In the tree structure, the user can opt for a given level and record events by their effect on all accounts at that level. Alternatively, his model could span a number of different levels in the tree or he may narrowly concentrate at a given level. As we pointed out in developing the basic system of accounts, any amount of disaggregation can be chosen that suits the user’s needs best. His choice will depend on the variables he uses in his objective function. This natural correspondence between the levels in the tree of the variables in the model and the objective function is illustrated by Figure 4. Higher levels in the tree are associated with broad financial goals, e.g. EPS, ROI. As we move down to lower levels the goals are more narrowly confined to functional areas: marketing, production, inventory management, etc. This observation also sug-
The model allows for multiple divisions; however, all funding decisions are made at the corporate level. Mixed integer programming is used to obtain a solution. Some financial models attempt to integrate both financial and operating policies. Some stochastic modelling approaches result in long-term cash budgeting, long-term capital budgeting and reduced financial mix and simultaneously determine relationships between the decision variables (sales, production, earning, etc.) and the various other elements of the transaction vector. For instance, in Flodick's model 'sales' is used to compute all other transaction values then budget to the corresponding financial function.

2. In bottom-up planning each functional unit will forecast its needs to achieve a broad corporate objective(s) and top management will determine funding mechanisms to satisfy these needs and also meet both the overall corporate objectives and the financial constraints.

A prevailing view among corporate planners is to incorporate both these approaches in the development of an integrated planning and budgeting mechanism. Thus we may note that in each of these objectives and functional policies. Thus dependency is also illustrated in Figures 4 and 5. A useful distinction could be made between 'funding' transactions that represent the financing of the operations of a firm (sources of funds, e.g., equity, new debt, retained earnings) and 'operating transactions'-i.e., all others. Each transaction is the result of: (1) a decision taken by a unit (purchase of units of raw material on credit); (2) a policy set by top-management (pay % stock dividends); (3) a parameter set by an external agency (pay % of earnings as taxes). Since the operating decisions/policies are independent, the values of the corresponding transactions in the transaction vector are interconnected. Hence the sequence used in computing the transaction vector is of special significance. Actively occur simultaneously at all levels of an organization thus easing a difficult computational problem. However, it is unreasonable to solve for subsets of the planning variables in an iterative manner. Thus some transaction values have to be estimated before evaluating the others. Examples of this are the 'funding' and 'operating' transactions. Evaluation of all operating transactions will yield an estimate of funds needed/in-excess, which can then be used to determine the funding transactions that represent the acquisition/disposal of these funds. In such cases, one needs to estimate in two or more iterations. Several methods for computing are feasible. For example, the mechanism for the computation of depends on the strategy employed in planning. For instance, Brown determines the level of assets, which is then used in the estimation of revenues and other parameters. In this model the level of 'sales' is used in the estimation of operating transactions. Whatever strategy is used it is clear that on formulation of the system logic allows us to readily focus on the relevant transactions. This is but one example of the economy and flexibility afforded by the system discussed in the next section.