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Abstract

A decision maker has to elicit information from informed experts
regarding the desirability of a certain action from experts who share
similar preferences which differ significantly from those of the decision
maker. The question is how much information the decision maker can
elicit, despite the difference in interests. The focus here is on ways
in which the decision maker can take advantage of the multiplicity
of experts. If the decision maker cannot commit to a mechanism and
there is no communication among the experts, then no useful informa-
tion is elicited from the experts in equilibrium. If the experts can be
partitioned into groups such that the members of each group can com-
municate with each other before they report their information to the
decision maker, then more information can be elicited. Obviously, if
all experts are allowed to communicate, they can be induced to reveal
the relevant information, at least, when their aggregate information
makes it desirable for them to undertake the project. The more inter-
esting observation is that, if communication among the experts can
be restricted to certain subsets, then even more information can be
elicited. Finally, if the decision maker can commit to a mechanism, the
information elicited in some cases is sufficient to implement the deci-
sion maker’s best outcome in all but one state. All these observations
make straightforward use of the idea that experts choose their report
with the understanding that it matters only when they are pivotal.
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1 Introduction

This paper considers a situation in which a decision maker has to elicit infor-
mation from informed experts regarding the desirability of a certain action.
The problem is that the preferences of these experts are different than those
of the decision maker so that the experts might want to misrepresent their
information. The question is how much information the decision maker can
elicit, despite the difference in interests. The focus here is on ways in which
the decision maker can take advantage of the multiplicity of experts to over-
come their bias to some extent. The special features of the environment
are that the experts share similar preferences which differ significantly from
those of the decision maker, and that the nature of the relations precludes
the use of side payments to generate incentives.

Consider, for example, the problem of a king who has to decide whether
to wage a war. He may consult his generals who have expert knowledge about
different aspects of the military capabilities of theirs and the enemy’s armies.
It is not implausible to assume that the generals share similar preferences
with regard to this issue and that they are significantly more eager to go
to war than the king is. If all generals had the same information, it might
be possible to get them to disclose it, but the problem is that each general
knows only a certain piece of the relevant information. The question here
concerns the extent of information that the king can collect under different
regimes of organizing the transmission of information.
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More specifically, suppose that a decision maker DM has to decide whether
to undertake a certain project. The information regarding the desirability of
this project is given by a signal S € {0, ..., N}, with higher values of the sig-
nal conveying more favorable information about the project. DM does not
observe S, but an expert observes S and can communicate the information
to DM. However, DM and the expert do not share the same preferences:
DM would like to undertake the project if S > np, but the expert is less
eager and would like the project to be undertaken only when S > ng > np.
Clearly, in the absence of side payments, it is quite obvious that the expert
cannot be induced to reveal information that will lead to the implementa-
tion of the project when S < ng. Suppose, however, that DM faces several
experts rather than just one. If all these experts observe S, it is obvious
that they can be made to reveal it to DM. Suppose therefore that each of
these experts observes an independent piece of the information that together
combine to the signal S. The focus of the discussion here is whether and
how the multiplicity of the experts affects DM’s ability to elicit information
in comparison to the single expert case, even though the experts continue to
share the same preferences.

We assume that the preferences of DM are sufficiently different from
those of the experts and obtain the following observations. If DM cannot
commit to a mechanism and there is no communication among the experts,
then DM does not get any information in equilibrium. If the experts can be
partitioned into groups such that the members of each group can communi-
cate with each other before they report their information to DM, then more
information can be elicited. Obviously, if all experts are allowed to com-
municate, they can be induced to reveal the relevant information, at least,
when their aggregate information makes it desirable for them to undertake
the project. It is quite obvious that this is the only relevant information that
can be elicited in this case. However, if communication among the experts
can be restricted to certain subsets (e.g., DM can designate ”working group-
s” and communication is restricted to within these groups), then even more
information can be elicited. Finally, we examine the extent of information
that can be elicited if DM can commit to a mechanism. In some cases, the
information elicited is sufficient to implement DM’s best outcome in all but
one state. All of these observations are quite straightforward. They make
repeated use of the idea that experts choose their report with the understand-
ing that it matters only when they are pivotal. For example, in the case in
which commitment to a mechanism can be made, the best mechanism from
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DM’s perspective is usually not monotonic in the reported information. It
manipulates experts’ incentives to disclose their information by making them
pivotal both at low values of the aggregate signal and at high values. Per-
haps the more interesting observation of those mentioned above concerns the
enhanced inducement for revelation that partial communication creates in
the no commitment case, both in comparison to the full communication case
and in comparison to the no communication case.

There is an established literature dealing with information transmission
between an informed expert and an uninformed decision maker. Crawford
and Sobel (1982) is perhaps the basic reference. A strand of that literature
also considers the case of a decision maker who faces multiple experts (e.g.,
Gilligan and Krehbiel (1989) Krishna and Morgan (1998), Battaglini (1999)).
These papers consider a situation in which the experts observe the same in-
formation, but they differ from one another in their preferences. The present
paper considers a somewhat different situation: The experts have different
pieces of information so their reports cannot be confronted, but they share
a similar bias relative to the decision maker. This direction complements
the existing literature. In some senses the problem considered here is more
significant, since the elicitation of common information is usually not very
difficult, except when there are only two experts. This paper is also related
to the literature on decision making by juries composed of strategic jurors
(see Austen-Smith and Banks (1996) and Feddersen and Pesendorfer(1998)).
Like the experts in the present model, the strategic jurors whose behavior is
analyzed by those articles recognize that their votes matter only when they
are pivotal. Whereas that literature focuses on the performance of different
_majority rules, the present paper looks at the somewhat broader question of
organizing a decision making process that relies on such a panel of experts.

2 The Model

A decision maker, DM, has to choose an action a € {L,H}. It is conve-
nient to think of H as undertaking some project (H stands for "high in-
vestment”) and of L as the status quo of not undertaking it (L stands for
"low investment”). The relative desirability of these actions depends on
information which DM does not have. However, he consults with N ex-
perts. Each expert, 2 € N, has a piece of information captured by a signal
s; € {0,1}, where s; = 1 is more favorable information for H than s; = 0.



Let s = (51, 82,...,8n), S = Zfil s;, and S_; = S — s;. There are no transfers
between DM and the experts. Thus, their respective payoffs depend only
on the action a and the information s. The source of the tension is that the
experts’ views on the desirability of H might differ from those of DM and
consequently they may attempt to distort their information. Following are
the main assumptions.

1. The signals s; are i.i.d with ¢ = Pr(s; = 1).

2. s; = 1 is verifiable. Thus, expert ¢ can report that s; = 0 when in fact
s; = 1, but cannot over-report.

3. DM'’s utility depends on a and s as follows

vala={g i} i27

where V is increasing and E[V(S)] < 0. Thus, in the absence of any infor-
mation, DM’s optimal choice is L.
4. All experts have the same preferences described by the utility function

Tata={5 3} 21

where U is increasing.

5. V(n—1) > U(n), for all n =1,..N, i.e., DM is more eager than the
experts to choose H.

6. U(N) > 0, i.e., for sufficiently high values of S both DM and the
experts prefer H to L (notice that assumption 3 and 5 already imply that,
for sufficiently low values, both prefer L to H).

The central ingredients are that the experts are less eager than DM and
that they have identical preferences. The exact identity of preferences is not
crucial in the sense that the main observations reported below will continue
to hold if the experts’ preferences are just sufficiently similar rather than
identical. The important element is that all experts clearly differ from DM
in a certain direction. Here they are assumed less eager, but of course the
case in which they are more eager is conceptually similar!. This assumption
intends to capture an important ingredient in a class of decision making
situations in which the experts are individuals with similar background and

1This case will be the exact mirror image if the assumption on verifiability was also
reversed. But since that assumption is not crucial anyway, even without changing it this
case is conceptually similar.



culture and are involved in the implementation of the project in similar roles
and hence have similar biases. The introduction mentions the advice of
military officers regarding the desirability of war. As another example one
may think of environmental experts working for the government. It is quite
conceivable that individuals who chose this career might also share similar
and predictable. Furthermore, what is important here is not that the same
bias is shared by all experts but rather that there is an identifiable sub-
group of experts whose preferences are biased in such a manner. Since the
signals are independent, the sub-problem of eliciting the information from
such sub-group is essentially the same as the problem discussed here.

A number of the assumptions imposed above are intended to simplify
matters as much as possible in order to focus on the main points we have to
make. In this category we have the symmetry of the signals, the verifiability
of information, as well as the parameter restrictions E[V(S)] < 0 and U(N) >
0. The symmetry of the signals is reflected in identical distributions of the
s;’s and the dependence of the payoffs on s only through S. The parameter
restrictions eliminate the need of distinguishing different cases that do not
pose different conceptual issues. For example, if E[V(S)] > 0, then in the
absence of information, DM’s default action is H rather than L, but this
does not affect the essence of the analysis. The verifiability of s; = 1 is also
not crucial. Since the experts are less eager than DM, they naturally would
not have an interest in exaggerating their reports. This assumption simply
exempts us from considering situations when reporting s; = 1 means in fact
that s; = 0.

3 The benchmark case of no commitment and
no communication

In this benchmark case DM communicates with each expert separately and
cannot commit to a mechanism. Thus, DM'’s decision is a best response
to whatever information he gets from the reports of the experts. Expert 2
reports to DM r; € {0,1}, r; < s;. Then, based on r = (ry,...,7n), DM
chooses L or H. DM’s strategy is a function, z : {0,1}¥ — [0,1], where
z(r) is the probability with which H is chosen given the reports r. Expert
1’s strategy is a probability y; € [O,IU, of reporting 7; = 1 when s; = 1, i.e.,
Yi = PI‘(‘T‘,' =1 l S; = 1) Let R= Zi:l Ti and R_,’ =R - Ti.



An equilibrium consists of DM’s strategy z* : {0,1} — [0,1] and ex-
perts’ strategies y? € [0, 1], such that, for all r € {0,1}%,

z*(r) = { 1 if Y4rV(R)Pr(E(s) =k |r)>0
0 if Y 4rV(K)Pr(X(s)=k|r) <0

and

2or 2azr Uk + 12 (rsri = 1)Pr(Sei=k|ryyZ) Pr(r_ [y2) 2
2o 2uken U+ 1) (ri,rs = 0)Pr(S_s=k|r_i,yZ) Pr(r_i | y2,)

imply y; = 1 and 0 respectively.

The absence of commitment is captured of course by the condition that
DM'’s equilibrium strategy z* is a best response to the experts’ reports. The
following proposition establishes that in the benchmark case considered in
this section, no meaningful information is elicited from the experts. This
owes to the difference in preferences between DM and the experts and to the
experts’ understanding that their reports matter only when they are pivotal.
That is, only when the individual expert’s report might change the actual
decision with positive probability.

Proposition 1: In any equilibrium L is chosen with probability 1.
Proof: Consider an equilibrium z*, y*. Expert i is said to be piv-
otal at r_; if z*(r_;,7; = 0) = 0 but z*(r_;,7; = 1) > 0. In such a case
Ysn V(K)Pr(S=Fk|r_yri=0,y") <0and ), p ., V(Kk)Pr(S =k |
r—;,7i = 1,y*) > 0 (or the first holds with < while the second holds with >).
Therefore, if 7 is pivotal at r_;, then
Zsz_i Uk+1)Pr(S; = k|r_y,ysy) =
ZkZR_.- U(k +1D)Pr(S = k+1|ry*)<
Esz_.- V(E)Pr(S = k+1|ry") <
ZkZR—i V(k)Pr(S = k|r_;yri=0,9%) <0
where the equality and the weak inequality before last follow from r; = 1, and
the strict inequality owes to Assumption 4 above. and suppose that in it H is
chosen with positive probability. It follows that, if Pr(r_; | ¥*,) > 0 for some
r_; at which agent i is pivotal, then since z*(r_;,r; = 0) < z*(r_;, r; = 1),
Z:'r_,; a*(r_i,mi = 1)Pr(r_;|y,) ZkZR_,- Uk+1)Pr(S_i =k |r_,y;) <
2o T(rmiri = O)Pr(r—i | yZ) X isr Uk + 1) Pr(S_i =k | r_y,y7,)
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This implies y} = 0. Now suppose that there exists some 7 such that Pr(r |
y*) > 0 and z*(r) > 0. Then, since z*(r) is monotonically non-decreasing in
r and since z* (0) = 0, there exists ¢ such that r; = 1 and ¢ is pivotal at some
7", < r_;. By the above y} = 0 in contradiction to Pr(r | y*) > 0. Therefore,
there does not exist r such that Pr(r | ¥*) > 0 and z*(r) > 0. Hence, L is
chosen with probability 1. QED

Given z(r), expert % is pivotal at r_; if z(r_;,7; = 0) = 0 but z(r_;,m; =
1) > 0. Experts choose their report with the understanding that it would
have an effect only when they are pivotal. Thus, given DM’s and the other
experts’ behavior, expert i’s best response is such that the incremental ex-
pected utility over the instances in which she is pivotal is non-negative.

Yo Pr(s_)U(S—+1) 3. Pr(r—i | s—i,y-i)[z(r—s,ri = 1)~2(r-i;,7s = 0)] 2 0

Owing to the difference in preferences between the experts and DM, in the
instances in which experts might be pivotal they clearly prefer decision L.
Therefore, experts are induced to suppress positive signals and this leads to
the result of the proposition. Thus, in order to extract more information
from the experts DM has to be able to manipulate the instances in which
they are pivotal in a way that will generate incentives to report positive sig-
nals. The following two sections discuss two ways in which the information
transmission process might be modified to create stronger incentives for in-
formation disclosure by experts. One way is made possible if DM has the
power to commit in advance to the response to the experts’ reports, while
the other is facilitated by allowing some communication among the experts
prior to the reporting stage.

4 The full commitment case

Suppose that DM can commit to a mechanism z : {0,1}¥ — [0, 1], where
z(r) describes the probability with which H is chosen given the reports
r € {0,1}". The main observation of this section is that the maximum
disclosure of information will be often achieved by a mechanism in which the
probability of H is not monotonic in the number of positive signals. The
non-monotonicity owes to the fact that effective inducement of information
revelation is generated by spreading the points at which experts become piv-
otal. With such mechanisms the extent of information that experts reveal
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might be substantially beyond what they would like to reveal given their
interests.
Formally, DM’s problem is:

Mazs 3 e 01yn Pr(s)z(s)V(S) (1)

st. o, Pr(s_i)z(s—i i = DU(S_i+1) 2 3, Pr(s—i)z(s-i, 8 = 0)U(S_:+1)

The following claim establishes that, without loss of generality, we may
restrict attention to a symmetric problem in which z(s) = 2(n) for all s such
that S = n. Thus, DM’s problem can be restated as

Maz, YN Pr(S = n)z(n)V(n) (2)
s.t. 211:,:0 Pr(S_; n)z(n+1)U(n+1) > Zﬁ;o Pr(S_; =n)z(n)U(n + 1)

Claim 2: If z is a solution to problem (2), then z(s) = z(n) for all s
such that S = n is a solution to problem (1).

The proof of this claim is relegated to the appendix. Problem (2) is a lin-
ear program. The nature of the solution is illustrated below using an example
with simple step utility functions. Before turning to the example, it is useful
to outline the intuition that underlies the solution. The optimal mechanism
from DM’s perspective induces substantial disclosure of information by ap-
propriate choice of the points in which experts are pivotal. To understand
how this works, let np and ng, np < ng, denote the threshold levels for DM
and the experts respectively. That is, DM prefers H to L iff S > np and the
experts prefer H iff S > ng. Suppose that DM commits to choosing H if the
number of positive reports is between np and ng — 1, or is greater than ng,
and to choosing L if this number is exactly ng — 1. In this manner, an expert
is made pivotal at the three points in which the total number of positive
reports by the others is np — 1, ng — 2, or ng — 1. Provided that all other
experts report truthfully, an expert would like to conceal a positive signal if
the others report a total of np — 1 positive signals, since this would result in
H when she prefers L. But the expert would like to disclose a positive signal
if the others report ng — 2 or ng — 1 positive signals, since then the decision



will switch from H to L and from L to H respectively, in accordance with
the expert’s preferences at these points. Thus, if the incremental gains to an
expert from reporting a positive signal at ng — 2 and at ng — 1, weighted
by their probabilities, exceed the incremental loss at np — 1, weighted by its
probability, experts are induced to disclose their information. In this case
DM'’s best decision ends up being implemented in all instances except when
there are exactly ng — 1 positive signals. If the incremental gains at ng — 2
and ng — 1 do not exceed the incremental loss at np — 1, DM’s optimal
scheme would shift the switching points to achieve the desired effect, but the
general idea of the scheme remains the same.

Besides confirming the intuition outlined above concerning the effective-
ness of commitment to a non-monotonic z(n) function, the following example
also shows that through commitment DM may be able to induce the experts
to reveal significantly more information than their joint interest would entail.

EXAMPLE:

Ve ={ T s vm={ TN A e
(3)

Thus, U and V' are simple step functions differing in the threshold levels ng
and np at which H becomes the preferred action.

Claim 3: The optimal solution in this example is characterized by a level
n € [np,ng) as follows

0 for n<np
1 for n€[np,n)
z(n)=< z€[0,1] for n="n (4)
0 for ne (n,ng)
1 for n>ng

n =max{n € [np,ng) : Pr(S_; =>nD—1) <Pr(S_; =n—1)+Pr(S-; = ng-1)}
(3)

The proof is relegated to the appendix. Notice that z is not monotonic
in n: The decision switches from L to H at np, then it switches back to L
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at n and then back again to H at ng. If Pr(S_; = np — 1) < Pr(S_; =
ng—2)+Pr(S-; =ng—1), then n = ng — 1. In this case z(n) coincides with
the simple scheme described in the intuitive discussion above, and DM’s best
outcome is implemented at all n’s except for ng — 1. When this inequality
does not hold, the probabilities of the events S_; = ng—2and S_; = ng -1,
in which the expert is pivotal and wants to disclose a positive signal, are
not sufficiently high to offset the effect of the event S_; = np — 1 in which
the expert prefers to conceal a positive signal. To obtain this balance, the
switching point from decision H to L has to be moved to from ng — 1 to a
lower level n whose probability is higher. In such a case, DM is prevented
from implementing H in an interval [7,ng — 1] rather than just at ng —
1. With other parameters given, the latter situation would arise when the
probability of a positive signal, g, is sufficiently low. In the extreme, when ¢
is particularly low, n = np in which case DM can do no better than follow
the experts’ preferences.

The non-monotonicity of the above solution is not merely an artifact
of this example. The following proposition argues that, more generally, if
a monotonic mechanism is optimal, then it essentially implements the ex-
perts’ best outcome. In other words, the solution to DM’s problem might
be monotonic only in the extreme situations in which DM can do no better
than adhere almost completely to the experts’ preferences.

Proposition 4: For a generic choice of U and V, if DM’s optimal z is
non-decreasing in n, then it satisfies z(n) = 1 if n > ng and 2(n) = 0 if
n<ng— 1.

Notice that the z functions of the proposition yield the experts’ best
outcome everywhere except perhaps at ng — 1. The family of monotonic
mechanisms includes the very natural voting procedures that prescribe the
choice of H if and only if the number of reported positive signals exceeds
some quota. As it turns out, when DM and the experts differ systematically
in their preferences, as assumed here, these procedures usually do not elicit
the maximal amount of information.

5 Communication

If DM does not have commitment ability, the experts might still be induced
to disclose positive signals by allowing them to communicate and pool infor-
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mation among themselves before they report it. Obviously, if all N experts
are allowed- to pool their information before reporting to DM, then they
would want to disclose their information when they have ng or more positive
signals. Actually, the only relevant information that DM can elicit in this
case is whether n < ng or n > ng. Thus, with full communication among
the experts, the best DM can achieve is the experts’ best outcome which is
implementing H if and only if n > ng. This is of course better than the com-
plete suppression of the information in the benchmark case that obtains in
the absence of commitment and communication. But the question is whether
DM can do even better by allowing only more limited communication. The
main observation of this section is that DM can often elicit more information
by allowing communication only within certain subsets of experts. One can
imagine that DM forms groups of experts and asks each group to report the
signals of its members.

Thus, the description now involves three stages. In the first stage DM
partitions the set of experts into m groups. Let G = {Gy, ..., G} denote the
group structure, let n; denote the size of group 1, let s;; € {0,1} denote the
signal obtained by the j's member of group G; and let s; = s;, + ... + Sip, -
Then, in the second stage, each group G; reports to DM a number r; €
{0,...,n;}, interpreted as a number of positive signals its members got. As
before,we impose the verifiability constraint r; < s;. Finally, in the third
stage, given the vector of reports r = (ry,...,7,), DM chooses L or H.
Thus, a strategy for DM consists of a choice of a partition G and the prob-
ability z(r, G) with which DM chooses H as a function of the reports r and
the structure G. A strategy for expert group ¢ is a probability distribution
Yi(si, Gi) over allowable reports 7y, i.e., y:(.,G;) : {0, ...,n;} — A({0, ...,n;})
such that r; < s;. The equilibrium notion here is Perfect Bayesian Equilib-
rium.

The idea is that members of group i can freely communicate. Since they
have the same preferences, there is no need to model the details of the in-
formation exchange within the group and we may simply assume that they
will pool their information and will agree on a common report. Notice that
in writing y; as a function of G;, we assume that the members of each group
learn about the membership of their own group, but that they do not ob-
serve how the other experts were grouped. Both this specification and the
alternative specification in which the partition is publicly observable seem
reasonable in different contexts. For concreteness, we adopt the former, but
for the limited purposes of the following discussion, the distinction between

11



these alternative specifications is not important.

The following simple example of a scenario with four experts illustrates
how the possibility of partitioning the experts into communicating sub groups
serves the interests of DM.

EXAMPLE 1:
N=4 g=1/4 V(n)=n-11 Un)=n-24

In the benchmark case with no commitment or communication, the only
equilibrium outcome is the decision L, i.e., the project is never implemented.
In the full communication case, the decision is H when § > 3 and it is L
otherwise. This is of course the experts’ best outcome. When it is possible
to allow only partial communication, the best equilibria for DM, have the
following form. The experts are divided into two groups of two. Each group
makes a positive report only if both of its signals are 1. That is, r; = 2 if
Si, + Si, = 2 and r; = 0 otherwise. DM chooses H if and only if at least one
of the groups sends a positive report, i.e., DM chooses H if r = (2,0),(0,2)
or (2,2) and chooses L if 7 = (0,0). In this equilibrium, the decision is H
when S > 3 but also in those cases in which S = 2 and one of the groups
happens to get the two positive signals, i.e., s;, + s;, = 2 for at least one 1.
Thus, H is implemented here in some instances in which the experts would
rather have L.

It is natural to inquire how the optimal arrangement (from DM'’s per-
spective) is determined by the data of the situation. We do not have a
general characterization of the optimal arrangement in terms of the primi-
tive data, but we can expose two considerations that interact in shaping it.
One consideration is that, to induce revelation, the expert groups have to
be sufficiently large, relative to the discrepancy in preferences between DM
and the experts. We have already seen that, in the extreme case of singleton
groups, no revelation is possible under our assumption on the preferences.
The following result uses a similar idea to bound the minimal group size
necessary for some information revelation to occur. Given G,z and y, group
G; is pwotal at r if z(r,G) > 0 but z(r_;,7; = 0,G) = 0.

Proposition 5: Suppose that U(k) < V(k — £), for all £ > ¢, and let
(G, z,y) be an equilibrium. If G; is pivotal at some r such that Pr(r | y) > 0,
then n; > £.

12



Proof: Suppose that G; is pivotal at ¥ and Pr(7 | y) > 0. This implies
that > s p- V(K)Pr(S = k | 7_s,ms = 0,y) < 0. Suppose now that n; < £.
Therefore, for any s;,

ZkZR—i U(k + Si) PI‘(S_.L' = k | F_i,y) < Z’CZR-—:' V(k) PI‘(S_i =k | T_,‘, y) <

Z::=0 Pr(si = m|ri=0)3 4 p Vk+m)Pr(Si=k|T_,,y)=
ZkZR_,- V(k)Pr(S = k | 7_iyri =0,y) <0

Since z(r, G) is monotonic in 7 (this is true in any equilibrium), it follows
that for any s; and any j < s; such that z(7_;,m; = 5,G) > 0,

Y xlr—or = §G)Pr(r_i|y—i) X psp Uk + ) Pr(Si =k | ri,y) <
> 2(r—uri = 0,G)Pr(r—i | y—i) 2 opop Uk + 8:) Pr(S_i = k | r_i,y-y)

Notice that the inequality is strict since Pr(7_; | y—;) > 0. But the strict
inequality and y being part of an equilibrium imply that y; assigns zero
probability to all § < s; such that z(7_;,7; = j,G) > 0, in contradiction to
Pr(7 | y) > 0. Therefore, if G; is pivotal at some r such that Pr(r | y) > 0,
then n; > ¢. QED

Observe that the information of G; affects the decision with positive prob-
ability only if it is pivotal at some r that occurs with positive probability. If
G; is not pivotal with positive probability, the reports of G; do not matter,
which means that there is an outcome equivalent equilibrium in which y; is
identically zero. Thus, if DM’s preference for H is more intense than the
experts’ to the extent that, with ¢ fewer positive signals, DM’s benefit is
still greater than the experts’ benefit, then for a group of experts to reveal
meaningful information at equilibrium, it must be of size greater than £.

Now, while a minimal group size is required to induce some revelation, the
extent of information revealed does not necessarily increase with the group
size. As we know from Example 1, more information is elicited when there
are two separate groups than when all experts communicate with each other.
The point is that a larger group has a greater opportunity to manage” its
information than a smaller group does. This consideration works to reduce
the size of the groups that DM would like to form. The following two
examples demonstrate this point. In particular they show that, when the
difference in preferences is more substantial in an otherwise similar situation,
the optimal equilibrium arrangement may entail smaller expert groups.
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EXAMPLE 2:
N=6 g=1/2 V(n)=n-34 Un)=n-42

Again, in the benchmark case with no-communication, the only equilibrium
outcome is the decision L. In the full communication case, the decision is H
when S > 5 and it is L otherwise. When partial communication is possible,
the best equilibrium for DM is such that the experts are grouped in two
groups of three. In this equilibrium each group makes a positive report only
if it has either 2 or 3 positive signals. That is, r; = 2 if s;; +8;, + 8;3 > 2 and
r; = 0 otherwise. DM chooses H if and only if at least two of the groups
send a positive report (i.e., if » = (2,2)). Thus, in this equilibrium, the
decision is H when S > 5 but also in some instances in which § = 4, i.e.,
when s;, + 8;, + 5i5 > 2 for bothi =1 and i = 2.

ExXAMPLE 3:
N=6 g=1/2 V(n)=n—-34 Un)=n-46

This example differs from the previous one only in the specification of U(n).
Here it takes more favorable information to convince the experts of the de-
sirability of the H decision. For this reason the scheme of Example 2 does
not work here: Each of the expert groups would benefit from suppressing
its information and reporting 0 when it has only 2 positive signals. Here
the best equilibrium for DM is such that the experts are divided into three
groups of two. In this equilibrium each group makes a positive report only if
both of its signals are 1. That is, r; = 2 if s;, + s;,, = 2 and 7; = 0 otherwise.
DM chooses H if and only if at least two of the groups send a positive report
(e, if r = (2,2,0),(2,0,2),(0,2,2) or (2,2,2)). Thus, in this equilibrium,
the decision is H when S > 5 but also in those instances in which § =.4
and the four positive signals are concentrated in two of the groups, i.e., when
8i, + 8i, + 85, + 8, = 4 for some ¢ and j.

Notice that the only difference between these examples is in the experts’
preferences: The experts of example 3 are less eager to have decision H than
the experts of example 2. In both examples DM learns about S = 5 or 6
whenever this is the case, and he learns about S = 4 in some fraction of the
cases. DM prefers the arrangement of Example 2 in which he learns that
S =4 in 3/5 of the cases that it is so. In contrast, in Example 3, DM learns
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about S = 4 in 1/5 of the cases. However, the experts’ weaker preferences for
H in Example 3 cannot sustain the equilibrium of Example 2. If the experts
in Example 3 were organized in two groups, each of the groups would choose
to suppress the information when it observes only two signals. Therefore, to
prevent the groups from "managing” the information in this way, the experts
are partitioned into three groups of two.

As was mentioned before, experts choose their report with the under-
standing that it would have an effect only when they are pivotal. Owing to
the difference in preferences between the experts and DM, in the absence of
commitment and communication, experts might be pivotal only when they
clearly prefer decision L, so they do not have an incentive to report a positive
signal. The pooling of information in groups allows to change this situation.
Since a group has a more significant piece of information, a sufficiently large
group might be made pivotal in situations in which they prefer decision H,
despite the differences in preferences between DM and the experts. But the
size of the group should not be too large or else it would have incentives to
suppress some of its information..

6 Conclusion

This paper has discussed some of the issues arising in a situation in which a
group of like minded informed experts are called to advise a decision maker
who has different preferences. The focus was on the ways in which the deci-
sion maker can elicit the information in the most effective way. The bench-
mark observation was that, if the decision maker cannot commit to a mecha-
nism and there is no communication among the experts, then no meaningful
information is elicited from the experts in equilibrium. The subsequent ob-
servations concerned situations in which commitment or communication are
possible. First, if DM can commit to a mechanism, it is sometimes possible
to elicit substantially more information than the experts would like to reveal.
The most effective mechanisms are typically not monotonic in the experts’
reports. If commitment is impossible but the experts can be partitioned into
groups such that the members of each group can communicate with each
other before they report their information, then it is also possible to elicit
more information than the experts would like to reveal. The most effective
grouping for the purpose of eliciting information depends on the difference
in preferences between the decision maker and the experts. All of these ob-
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servations make repeated use of the idea that the experts choose their report
with the understanding that it matters only when they are pivotal. Perhaps
the more interesting observation out of those mentioned above concerns the
enhanced inducement for revelation that partial communication creates in
the no commitment case, both in comparison to the full communication case
and in comparison to the no communication case.

Finally, it might be useful to mention some potentially interesting ex-
tensions. First, the above discussion was conducted under the somewhat
extreme simplification that experts are identical in preferences the precision
of information. It is natural to inquire how asymmetries in these aspects af-
fect the design of the communication. It is intuitively clear that these ideas
continue to hold when experts’ preferences are sufficiently similar. It also
appears intuitively clear that what is important here is not that the same
bias is shared by all experts but rather that there is an identifiable sub-group
of experts whose preferences are biased in such a manner. Since the signals
are independent, the sub-problem of eliciting the information from such a
sub-group is essentially the same as the problem discussed above. It will be
useful to explore how such subgroups might be selected. Second, the analy-
sis of this paper provides an example of how clever design of a mechanism
for information gathering might attempt to mitigate the problem created
by lack of commitment. The subject of mechanism design without perfect
commitment has been discussed by the literature on the 'Ratchet Effect’ and
in Bester and Strausz(1998). That literature provides characterizations of
what can be achieved in certain contexts subject to the lack of commitment.
The situation discussed in this paper suggests a different and complemen-
tary direction of exploring design approaches that circumvent the difficulty
by modifying the information structure in natural ways that allow to mitigate
the effect of the inability to commit.

7 Appendix

Proof of Claim 2: Define
() = Eosamy 263/} ©)

n

This implies
> Pr(s)z(s)V(S) = Zﬁ:o Z{s:S:n} Pr(s)z(s)V (S) =
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S VS = 1)/() ) Siwsony o) = ThoPr(S = n)a(m)V ()

Now,

E. Pris-da(sss = DUS-+1) =
nm0 2ofo_sis_emmy[PE(S=i = n)/<N -1

SN PH(Ss = WU+ 1) S s enyloloms=1)/(7 1)

Summing the last expression over i, we get

SN Pr(Sa = U+ 1) T S englelooas =0/ (" )1 =
SNSRI = MU+ D) Sl + e/ ()1

)]w(s_i,si =1)U(S_+1) =

NN PHS= = WU 1) Eusnnle®/ () )1 =
NN Pr(S.; = n)z(n+1)U(n+1)

n=0
Similarly,
Y. Pr(s_i)z(s_s, 50 = 0)U(S_i + 1) = N ) Pr(S_i = n)z(n)U(n + 1)

Thus, if z (s) is a solution for problem (1), then z(n) as defined by (6)
gives the same expected payoff to DM and it is a solution to problem (2).

Conversely, any solution z to problem (2) induces a solution = to problem
(1) by choosing z(s) = z(S). This establishes the claim. QED.

Proof of Claim 3: The Lagrangian of the linear program (2) is
L{{2(3), p(@), v(i)}o, N = Lo Pr(S =n)z(n)V(n) +
A Zﬁ:o Pr(S_; = n)[z(n+1)—z(n)]Un+1)+
S om0 #(n)z(n) + Zolov(n)[1 — 2(n)]

where A > 0, (i) > 0,v() > 0,4 = 1, ..., N, are Lagrange multipliers. The
Kuhn-Tucker conditions are:

Pr(S = n)V(n)+A[Pr(S_; = n—1)U(n)-Pr(S_; = n)U(n+1)]+,u(n)—u(n)(7-—; 0
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Yoo Pr(S—i =n)[z(n + 1) ~ 2()]U(n +1) = 0 (8)
p(n)z(n) =0; v(n)[l—2(n)]=0 9)
Using Pr(S = n) = (}))g"(1 — ¢)" ™" = (Ng/n) Pr(S_i =n - 1) = [N/(N -

n)] Pr(S_; = n), condition (7) can be rewritten as

Oy 20

%V(n) +AU(n) — =0 (10)

Thus 2(n) = 1 if 22V (n) > )\[U(n)-w—;"mU(n-%- 1)}; z(n) = 0 if the reversed
inequality holds, and z(n) € [0, 1] if it holds with equality.

For the data of the example, U(n) — KN—;"MU (n + 1) is increasing over
[np,ng — 1] and is positive at ng — 1; it is negative for all n > ng, if
Ngq < ng(1+ q), and it is nonnegative for all n > ng, if N¢ > ng(l +¢). In
addition %V(n) is decreasing for n > np. Thus, in the case Ng < ng(1+gq),
for any A in the relevant range, there is a unique level 7 such that %V(n) =
AU(n) — £N——;"EU (n + 1)]. This level determines z(n) as described in (4).
The level of A and hence 7@ are pinned down by constraint (8). If Pr(S_; =
np — 1) < Pr(S_; = ng — 2) + Pr(S_; = ng — 1), this constraint takes the
form

— PI‘(S._.L- =nNp— 1)+ [PI'(S_.,‘ = nE—2)+Pr(S_,- =Ng— 1)](1—2) =0 (11)

In this case 1 = ng — 1 and 2(7) = z, where z € [0, 1] solves (11). Otherwise,
this constraint is of the form

—Pr(S_; = np—1)+Pr(S_; = n—1)(1—2)+Pr(S_; = n)2+Pr(S_; =ng—1) =0

where 7 is the maximal n € [np, ng—1) that satisfies it for some z € [0,1]. In
this case z(7) = z. Similarly, in the case N¢ > ng(l+q), weget n=ng—1
and z(n) = z, where z is determined by (11). QED

Proof of Proposition 4: A monotonic 2(n) is characterized by n; and
ny > ny such that z(n) = 0 for n < ny, z(n) € (0,1) for n; < n < ng, and
z(n) = 1 for n > ny. If 2z is a solution to problem (2), it follows from the
Kuhn-Tucker conditions derived in the proof of Claim 3 above (in particular
see (10)) that, for n; < n < ny,

(N —n)q

~ Un+1)=0

ﬁn?-V(n) +A[U(n) -
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Now, for generic choice of U and V this equality is satisfied for at most one
value of n.- Thus, either no = n; + 1, in which case z(n) takes on only the
values 0 and 1, or ny = ny + 2. Condition (8) from the proof of Claim 3
then implies that in both cases no = ng. Thus, in the former case z (n)
exactly implements the experts’ best outcome, while in the latter case H is
implemented with positive probability when there are ng — 1 positive signals
as well. QED.
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