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Abstract

Monopolistic  competition models  have frequently been  applied  in
macroeconomics, growth and development, and international and interregional
economics. The three features of monopolistic competition, the monopoly power of
producers, the lack of strategic interaction, and endogenous product variety, make it
a useful framework to examine the aggregate implications ol imperfect competition,
increasing returns and incomplete markets. This paper presents a highly selective
review in this arca, with special emphasis on complementarity and its role in
generating multiplier processes, business cycles, clustering, underdevelopment traps,
regional disparities, and sustainable growth, or more generally, what Myrdal (1957)
called the "principle of circular and cumulative causation.”

‘Dcpartmcnt of Economics, Northwestern University, 2003 Sheridan Road, Evanston, IL 60208,
US.A. I thank Eddic Dekel, Steve Matthews, Wolfgang Pesendorfer, Rob Porter, and Andres
Rodriguez for their useful comments.  Some parts of this paper are adopted from Matsuyama
(1993a). An abridged version of this paper is [orthcoming in the Journal of Economic Literature.
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1. Introduction
In recent years, the paradigm of monopolistic competition has been applied to model a variety
of aggregate phenomena in macroeconomics, international and interregional economics, and economic
growth and development. Monopolistic competition is typically defined as a situation of imperfect
competition with the following features:
a) The products are differentiated. Each firm, as the sole producer of its own brand, is aware
of its monopoly power and sets the price of its product.
b) The number of firms (and products) is so large that cach firm ignores its strategic interactions
with other firms; its action is negligible in the aggregate economy.
c) Entry is unrestricted and takes place until the profits of incumbent firms are driven down to
zero.
These features make the paradigm of monopolistic competition very useful for modelling aggregate
phenomena. First, as a form of imperfect competition, it allows us to describe decentralized
allocations in the presence of increasing returns. Second, unlike oligopoly models, it helps us to focus
on the aggregate implications of increasing returns without worrying about strategic interactions
among firms and the validity of profit maximization as the objective of firms. Third, the explicit
analysis of entry-exit processes makes it suitable for capturing the role of net business formations
across business cycles. Furthermore, in models of monopolistic competition, the range of products
supplied in the market can be endogenized through entry and exit. This feature also makes
monopolistic competition a useful apparatus within which to formalize growth and development
processes, as economies grow and our standards of living rise not so much by producing or consuming
more of the same products, but by adding new products to the list of those we already produce and
consume.
In this paper, 1 present a highly selective review of recent developments in this area. Central

to the discussion is the notion of complementarity. Broadly speaking, complementarities are said to
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exist when two phenomena (or two actions, or two activities) reinforce each other. For example, if
expansion of industry A leads to expansion of industry B, which in turn leads to further expansion
of A, then the two industries are complementary to each other. Or, if the arrival of a new store
makes the neighborhood a desirable location for other stores, then there are complementarities in
the locational decisions. Such complementarity introduces some circularity in the economic system,
which has profound implications for the stability of the system. If a changc in a certain activity is
initiated by an exogenous shock, this leads to a similar change in complementary activities and starts
a cumulative process of mutual interaction in which the change in one activity is continuously
supported by the reaction of the others in a circular manner. Many writers of the past, such as Hicks
(1950), Kaldor (1985), Kalecki (1939), Myrdal (1957), and Nurkse (1953), among others, have
stressed that cumulative processes of this kind should be an essential element in explaining business
cycles, underdevelopment, economic growth, and regional inequalities.

On the other hand, the standard neoclassical paradigm, exemplified by Arrow and Hahn
(1971), emphasizes the self-adjusting mechanisms of market forces with its efficient resource
allocation. As different activities compete for scarce resources, expansion of one activity comes only
at the expense of others, which tends to dampen any perturbation to the system. Imperfect
competition and incomplete markets (through an endogenous change in the range of products offered
in the market), as departures from the standard paradigm, leave more room for complementarities,
and make the system more conducive to circular and cumulative causation, as complementarities help
the system break away from the stabilizing forces of resource constraints.

Ever since the publication of Chamberlin (1933) and Robinson (1933), a large number of
studies has applied the paradigm of monopolistic competition in a variety of contexts. Indeed, there
are already many excellent surveys, such as Beath and Katsoulacos (1991), Eaton and Lipsey (1989},

Stiglitz (1986), and Tirole (1988). These studies, however, are written from a different perspective.
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They address questions like: "How do models of monopolistic competition differ from oligopoly
models?" or "What is the most appropriate way of modelling product differentiation?” or "Does
market equilibrium provide optimal product diversity and selection?" ie., they are written from
predominantly partial equilibrium or industrial organization perspectives. Some studies, such as
Benassy (1991) and Hart (1985), discuss general equilibrium models of monopolistic competition, but
their concerns remain largely theoretical, such as the existence of equilibrium, its uniqueness, and
limit theorems. In contrast, this paper discusses how general equilibrium models of monopolistic
competition can be applied to explain complementarities and cumulative phenomena and their
implications in the context of macroeconomics, international and regional economics, as well as
growth and development.! To put it differently, the main goal is to point out the commonality of
ideas across a wide range of fields, using the notion of complementarity as an organizing principle.

The rest of this paper is hence organized according to different mechanisms behind
complementarity. In each section, my strategy is first to develop a basic model to illustrate the
underlying logic, and then to use variations of it for discussing the literature. Section 2 focuses on
the role of price distortions in generating multiplier processes, by developing a class of models in
which the range of products offered is fixed. Section 3 focuses on endogenous product variety and

increasing returns, by developing a class of models in which all products are marked-up at the same

! I should emphasize that this paper surveys the literature in which complementarities arise as

an outcome of equilibrium interaction in models of monopolistic competition. Many studies, both
in industrial organization and in macroeconomics, analyze the performance of imperfect competitive
markets in the presence of assumed technological complementarities. An extreme example would
be the problems of two producers, each supplying a good to the customer that is a perfect
complement to the other, such as "nuts and bolts." The most successful application of this framework
is the literature on the organization of firms, exemplified by Milgrom and Roberts (1992). Many
economists find the macroeconomic applications of this framework unconvincing, since there would
be a strong incentive to internalize this kind of complementary activities, as rightly pointed out by
Milgrom and Roberts, and hence the aggregate implications would be, at best, dubious. In the
models discussed here, on the other hand, complementarities arise as an outcome of the internal
mechanism of the market system: anything short of taking over the entire economy would not
internalize them.
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rate. Section 4 combines the two elements by developing models with both endogenous product
variety and differential mark-ups. Section 5 discusses some methodological issues concerning the logic

of coordination failures and multiple equilibria. The final section offers some concluding remarks.

2. Monopoly Pricing Distortions and Multiplier Processes

The departure from perfect competition means that the firm, faced with downward sloping
demand, sets price above marginal cost. In the presence of such a distortion, aggregate demand
management could be effective in stimulating aggregate economic activity, as well as in raising the
welfare of the economy. To grasp the intuition behind the mechanism, suppose the government
increases its demand for monopolistically competitive goods, financed by a lump-sum tax. Since prices
exceed marginal costs, such a shift in demand would increase the level of monopoly profits in the
economy and thus national income. This increased income would generate additional demand for
monopolistically competitive goods, which further raises profits and income and so on. With
monopoly price distortion, the equilibrium behavior of the economy resembles the multiplier process

described in a simple textbook Keynesian model.

2.A.  The Basic Model

The idea can be modelled as follows. To focus on monopoly pricing distortions, 1 will ignore
the entry process and endogenous changes in product variety, i.e., it is assumed that the economy
produces a fixed set of products, each of which is supplied by a sole monopolist. Let z € [0,1] be an
index of a product, as well as of the monopolist producing it. The assumption of restricted entry may

be defended simply by arguing that the model describes the short-run equilibrium.2

2Alternatively, one can assert that some specific factors, such as entrepreneurial capital, are
required to operate firms, and their services can be purchased in the competitive market, but they
are fixed in supply. According to this interpretation, no firm earns monopoly profits and all rents are
captured by the owners of competitively supplied factors. Whether one should describe this situation
as "free entry” or "restricted entry” is a matter of semantics.



5

The representative consumer is endowed with L units of labor, holds ownership shares of all

profit-making firms, and maximizes the following preferences,
1
aIUlnc(z)dz + (1-a) In(N) ,

where c(z) denotes consumption of variety z, and N leisure, respectively, ¢ represents the budget
sharc of the product group, z € [0,1], and is assumed to be between zero and one. Taking leisure

as a numeraire, the budget constraint is given by
j;p(z)c(z)dz +N<Y-T,

where Y = L + I, represents aggregatc income, which is equal to the sum of labor income, L, and
profit, II, while T is the lump sum tax. As a solution to this consumption decision problem, one can

obtain demand for each variety of good as,

e Y-T)

clz) = 5z

Let us assume that the government spends G equally for all goods regardless of their prices. Then,
the total demand for each good is given by q(z) = {a(Y—T) + G}/p(z). The government also hires
N’ units of labor; the budget constraint requires T = G + N

Each variety can be produced by two types of firms. First, there is a competitive fringe of
firms that can convert one unit of labor input into one unit of output with constant returns to scale
technology. (Alternatively, one may interpret it as the technology of home production.) Second,
there is a unique monopolist firm with access to an increasing returns to scale technology. This firm
alone knows how to produce q units of output by using aq + F units of labor input, where 0 <a <
1, and F represents the fixed cost. This firm chooses p(z) to maximize its profit, x(z) = p(z)q(z) —

[ag(z)+F]. Indoingso, it treats Y as a fixed parameter; although this firm has some monopoly power
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over its own variety, it is negligible relative to the aggregate economy. Because of the unit elasticity
of demand and the competitive fringe, the monopolist adopts the limit pricing rule, p(z) = 1, and thus
p =1 —a = {p(z)—al/p(z) can be interpreted as the profit margin. Since all monopoalists face the
same incentive, ¢(z) = a(Y-T) and q(z) = «(Y-T)} + G for all z € [0,1]. Aggregate profit is
therefore equal to I = n(z) = pla(Y — T) + G| — F. Note that higher aggregate demand increases
aggregate profit because of the positive profit margin, p.

The income identity implies Y = L + II =L + ple(Y —T) + G] — F, or
Y = A + B a Y, (1)
where
A = L-F+u(G-aT)

is the "autonomous” component of aggregate income. Solving the income identity equation (1) for

equilibrium income yields

A . L-F+p(G-aT) (2)
1-pa l-pa )

Note that a one unit increase in government spending on the monopolistically competitive products
raises A by p when unaccompanied by a tax increase, and by p(1—a) when financed by a lump-sum
tax. This autonomous increase in income generates an induced demand increase by a, hence further
increasing income by pa. Through such a cumulative process, aggregate income increases by an
amount equal to the original increase in the "autonomous” component of aggregate income,
"multiplied” by 1 + pa + (pa)?® + ... = 1/{1—pa).

It is easy to show that an increase in G, when financed by a reduction in N’, improves the
welfare of the representative consumer. This is because in equilibrium non-competitive goods are

consumed too little, due to the pricing distortions. Alternatively, this inefficiency can be understood
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in terms of aggregate demand spillovers. To see this, suppose that all consumers simultaneously
increase their demand for non-competitive goods; this leads to a more efficient allocation of
resources, as the marginal benefit of consumption exceeds the social cost of production.
Nevertheless, no individual consumer has any incentive to demand more in equilibrium. The
discrepancy between the effects of coordinated versus unilateral demand increases arises, as the
potential gains generated by a unilateral shift in demand, materialized as an increase in monopoly
profit, will be widely dispersed in the economy. This spillover effect creates a kind of free-rider
problem in consumption decisions. An increase in government spending improves welfare as it solves
the free-rider problem.

Benassy (1978) and Negishi (1978, 1979) demonstrated underemployment and insufficient
aggregate demand in monopolistically competitive economies, under the so-called "subjective demand”
approach. For the "objective demand” approach, sce Benassy (1987), Blanchard and Kiyotaki (1987),
Hart (1982), Startz (1989), Weitzman (1982), as well as the surveys by Benassy (1994) and Silvestre
(1993). Some of these studies emphasized aggregatc demand management policies, both fiscal and
monetary, as a way of solving the [rec-rider problems that arise from aggregate demand spillovers.
To discuss the effectiveness of monetary policies, it would be nccessary to introduce nominal price
stickiness into the model, for which I refer to the surveys by Gordon (1990) and Rotemberg (1987)

on the "New Keynesian Macroeconomics” literature.?

2.B.  Vertical Complementarity

The magnitude of the multiplier can be large even when the profit margin enjoyed by a typical

firm is small, if a shift in demand ignites a chain reaction across a large number of firms. To see this,

31t should be noted that the primary goal of this literature is to explain the rigidity of nominal
prices. Monopolistically competitive market structures are adopted out of necessity of modelling
price-setting firms. Complementarities due to aggregate demand spillovers are rather by-products in
this literature.
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let us extend the basic model to multi-stage production. Suppose that there are S stages in
production and, in each stage, there is a continuum of varieties, z; e [0, 1}, g=12,..,95). Here,j
= 1 represents consumption goods, ] = 2 represents inputs to the consumption goods, etc. As
before, each product can be produced either by a competitive fringe of firms, or a single monopolist,
which has unique access to the superior technology. For all 1 <j < § — 1, the competitive fringe

uses the constant returns to scale technology given by

i
q(z;) = exp“u Inq(z;.y) dz;,

and the technology of the monopolist is given by

1
(1 - )az) + F, = expl[)1nq (z;.0) dz,.y

For j = S, the competitive fringe converts one unit of labor to one unit of output, while the labor
input function of the monopolist is (1—pg)q(zg) + Fg. Under this specification, each firm is
negligibly small as a purchaser of its inputs, and hence takes input prices given. Then, each
monopolist firm, as a producer, faces unit elastic demand, and hence sets its output price equal to
the unit cost of the competitive fringe. This implies that p(z) = 1 for all products, and hence, the
output level and profit in each stage can be solved as a function of Y, recursively from q; = a(Y —
T + G, Qi1 = (1-pjq; + F I = pyg; ~ Fofor 1 < j < S. Combining them with the income

identity,

Y=L+§11j,
i=1

one can show that equilibrium income can be written in the following form:



Ayt (G-aT)
1-pa

where

5

A = L-Y

F=1

&

Fo [T (1 -py)

k=i

h =
1t

T

5
1%1-[ (1-p,) .
=1

According to this formula, p can be close to one for a long chain of production, as long as there are
some price-distortions at each stage of production. For illustration, let us take a coupie of numbers
from the range estimated by Domowitz, Hubbard and Petersen (1988) and Hall (1988). If p; = 0.3,
p=076forS=4and p =094 forS =28 prj =04, p=087forS=4and p =098forS =
8.

In this model, an exogenous rise in the final goods demand causes a chain reaction of output
and profit increases through vertical complementarity, running from downstream to upstream
industries. The multiplier can be large even with a small profit margin, since the double (mulitiple)
marginalization generates a large inefficiency at the aggregate level. See Hart (1982) for another
model of two-stage (producers and unions) monopolistic competition, although his main reason for

introducing monopolistic labor unions was to generate unemployment.

2.C.  Horizontal Complementarity

In a perfectly competitive world, a sectoral shock helps to expand some sectors only at the
expense of other sectors. In a monopolistically competitive world, on the other hand, a favorable
sectoral shock can lead to an economy-wide boom, in which all producers benefit simultaneously.
Aggregate demand spillovers create a hotizontal complementarity across all sectors of the economy.
To see this, let us now extend the basic model to have two product groups, i = 1 and 2, with n; being
the size of group i. Let «;, y; and II; be the budget share, the profit margin, and the profit level of

product group i. Then, Y = L + II; + II,, and, if the government spends G; on product group i, H;
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= pilaY — T) + G;] — nF. The profits of the two groups thus satisty

0 = Ay +pyo (T +1E, ), (3)

I = Ay +ppa (I +115) (4)
where

Ay = puy[Gi+a (L-T) -, F

A, = p,[Gyta, (L-T) | n,F
summarize the autonomous components of the profits in the two groups. The second terms in (3)
and (4) represent the induced components; a unit increase in total income generates additional

demand for sector i by a;, which increases its profit by a;p;. Solving these equations simultaneously

yields
M, L l-ppo,  pyoy Ay
B T-p.a,—po
I, LT ey lepe || A

Note that an increase in government spending on one group increases not only the profit (and the
output) of that group, but also the profit and the output of the other group. Thus, an expansion of
one sector benefits the other sector; the two sectors now become complementary to each other
through demand spillover effects.

This implication can be carried over into international contexts. An increase in the
autonomous demand for domestic products leads to a higher level of monopoly profits in the
economy and thus of national income. This increased income will generate additional demand for
domestic products, leading to a multiplier process. To the extent that increased income in demand
falls on foreign goods and raises aggregate profits abroad, it also creates similar chain reactions and
lead to an increase in income abroad. Thus, under imperfect competition, there are positive

transmissions of country specific demand shocks: see Matsuyama (1992a) for a formal demonstration.
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2.D. Economic Development

The profit multiplier process and aggregate spillover effects are also important in
understanding some problems in economic development. To see this, let us modify the basic model
in two ways. First, the monopolist in each industry, instead of being equipped with the increasing
returns to scale technology, decides whether to adopt the technology or to stay with the competitive

fringe. Second, the fixed cost involves the use of products, instead of labor, as follows:

F = exp

ﬁ 1nf(z)dz }

where f(z) represents the investment demand for variety z by a monopolist, who decides to use the
increasing returns to scale technology. This specification implies that the investment demand, and
hence the total demand curve, of each product are also unit elastic. Again, facing the unit elastic
demand and the competitive fringe, the monopolist using the increasing returns to scale technology
sets the price equal to one. Hence, the output is equal to ¢ = a(Y — T) + G + sF, where s is a
fraction of the monopolists that invest. The monopoly profitis n = pg — F = pla(Y - T) + G +
sF] — F. The income identity is now Y = L + sm, so that the aggregate income and the monopolist

profit can be derived as functions of s,

Y (s) L+sp(G-aT) - (1-ps) sF
l1-pas

% (s) = pl{G+ra(L-T)} -(1-us)F
l-pas

Note that the multiplier is now equal to 1/(1—pas), since an induced demand increase, a, caused by
one unit increase in autonomous income, generates the profit, p, only in a fraction s of the industries,
in which the monopoly adopts the increasing returns to scale technology.

The incentive to adopt the increasing returns to scale technology, of course, depends on the

profit, which in turn depends positively on s, i€., on how widely the technology is used in the



> S

Fig. 1
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economy. Furthermore, if

F > GralL-T) > 1—;—31?,

|-

then n(0) < 0 and =(1) > 0. as depicted in Figure 1. Under this condition, the complementarity of
investment decisions across industries leads to a co-existence of a good equilibrium (s = 1) and a bad
cquilibrium (s = 0). In the former, all industries invest and usc the increasing returns to scale
technologies; in the latter, no investment takes place and all industries stay with constant returns to
scale technologies, which can be interpreted as an underdevelopment trap. It is also straightforward
to show that =(1) > 0 ensures that the welfare level is higher at the good equilibrium than at the bad
equilibrium. In this model, because of the fixed cost, the incentive to invest depends on the market
size. But the market size depends on the investment demand. This circularity generates the
complementarity and multiple equilibria.

With multiple equilibria, government spending may have a large impact on the economy.
Suppose that the above condition is met and the economy is trapped in the bad equilibrium. A
sufficiently large increase in G can shift the profit curve upward to eliminate the bad equilibrium, as
depicted in Figure 1. In fact, even a small and "temporary” increase may be enough to lift the
economy out of the state toward which it would otherwise gravitate.

Murphy, Shlcifer and Vishny (1989a) argued, using models similar to one discussed above, that
aggregate demand spillovers are crucial in understanding the problem of underdevelopment. In one
of their models, it is assumed that workers suffer disutility from working in the factory (increasing
returns to scale). In order to attract labor from villages, where cottage production is used
(competitive fringe), monopolists have to pay a factory wage premium. In this model, the market size
depends on the purchasing power of workers, which in turn depends on the extent of industrialization

in the economy (through the factory wage premium), which generates the complementarity of



investment across industries and multiple equilibria.

Arguably, these models capture the old idea, which dates back to Rosenstein-Rodan (1943),
Nurkse (1953), and Hirschman (1958), that the complementarity of modernization efforts across
industries is the main obstacle 1o economic development. Rosenstein-Rodan, in particular, uses this
idea to advocate for a large-scale development planning as a way of breaking away from
underdevelopment traps. It should be stressed, however, that the complementarity of investment
across industries does not necessarily provide the rationale for comprehensive central planning, as
coordinated investment could be achieved through "the infectious influence of business psychology
(Nurkse 1962, p.249)," which may be orchestrated by no more than some form of indicative planning:

sec Matsuyama (1992b) for more on this issuc.

2.E. Business Cycles: The First Approach.

As the analysis above suggests, a small modification of the basic model can easily generate
Pareto-rankable multiple equilibria. For example, incorporating non-homothetic preferences (Heller
1986), decreasing marginal costs (Kiyotaki 1988), or endogenizing the mark-up (Gali 1994), could
magnify the multiplier to such an extent that the modified models have both good and bad equilibria.
The so-called "coordination failure” literature, surveyed by Cooper and John (1988), argues that such
models with Pareto-rankable multiple equilibria describe the essence of business cycles with the
interpretation of a good equilibrium as a boom and a bad one as a recession. Unfortunately, the
static nature of most models in this literature leaves many skeptical of its usefulness as a foundation
of business cycle theories. In this section, I will sketch one approach of converting a static model of
complementarities into a dynamic model of business cycles, inspired by Shieifer (1986), Hall (1991)
and Murphy, Shleifer and Vishny (1989b), among others. (An alternative approach, based on
"sunspots,” will be discussed in Section 4.D.)

Consider the following static game. There is a continuum of identical players with unit mass,
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z € [0, 1], where "a player” can be interpreted as a firm or an industry. (In general equilibrium
models of monopolistic competition, the distinction between a firm and an industry is not important.)
Each player can be either "active” or "inactive.” Let s be the fraction of active players. The payoff
of a player is zero if inactive and n(s) if active, where n is increasing in s. Assume that (1) > 0.
If £(0) > O, then this game has a unique equilibrium, s = 1. If =(0) < 0, define s* by n(s*) = 0. In
this case, the game has three equilibria: the good equilibrium (s = 1), in which all players are active,
the bad equilibrium (s = 0), in which no player is active, and the middlc equilibrium (s = s*), where
the players are indifferent between "active” and "inactive”. The model in the previous section is an
example of this type of a game. Now let us produce a dynamic game by replicating the static game
over time. Time is discrete (t = 0, 1, ...,) and each player discounts future payoffs by the factor p
< 1. The dynamic trajectory is described by a sequence, s,

The key for generating cyclical behavior is to introduce intertemporal substitution in this
dynamic game, so that the players are also concerned with the timing of their actions as well. When
combined with intratemporal complementarities, the intertemporal substitution restrictions provide

4 The following, though an admittedly crude way of

an incentive for temporal agglomeration.
modelling intertemporal substitution, would suffice to illustrate the basic idea. Instead of allowing
each player to choose between "active” and "inactive” in every period, let us assume that no player
can be active for two consecutive periods. Then, it is easy to show that s, = 1 and 55, = 0 for

all k, i.e., al! players choose to be active in every even period, is an equilibrium path. Likewise, soy

= 0 and sy ,; = 1 for all k, ie., all players chooses to be active in every odd period, is also an

*The coordination failure literature is right about emphasizing the role of complementarities in
business cycles, but the role of substitution should also be stressed. For example, in the search model
of Diamond and Fudenberg (1989), business cycles are generated not only by the complementarity
due to search externalities, but also by the restriction that agents must alternate between search and
production activities. Complementarity alone, while often sufficient for multiple equilibria, cannot
generate cyclical behavior.
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equilibrium. In these equilibria, booms and recessions alternate.

Furthermore, the stationary path is unlikely to be observed. Consider, for example, the case
of n(0) > 0. The stationary path, s, = 1/2 for all t, in which one half is active in every even period
and the other half active in every odd period, is indeed an equilibrium in this case. Yet, two lines
of argument can be made to rule it out as "unstable.” First, a smal! perturbation to this equilibrium,
Sox = 1/2 + e and sp, .| = 1/2 — €, cannot be an equilibrium if the discount factor is sufficiently
close to one. To sec this, consider the problem faced by a player, who is supposed to be active in
every odd period and only in every odd period, at the beginning of an odd period. By following the
original strategy, this player can earn n(1/2—¢) in every other period, starting immediately. On the
other hand, by being inactive in two consccutive periods, this player can switch 1o be active in every
even period, which generates x(1/2+€) in every other period, starting one period later. Thus, this

player has an incentive to switch if

8|

oe(3-c] > o

- e) :
which holds for any e, if B is taken sufficiently close to one. Second, let us consider the following
perturbation of the game: (1} the set of players is now taken to be arbitrarily large, but finite; (2)
there is an arbitrarily small probability with which each player trembles, ie., the player may be
“inactive” even if s/he intends to be "active." Then, a sufficiently large number of simultancous
trembles will eventually occur, after which players will start synchronizing their strategies, thercby
leading to "booms” and "recessions.”

A similar argument can be made for the case of n(0) < 0. In fact, if s* > 1/2, the stationary
path, s, = 1/2 for all t, cannot even be an equilibrium. The only stationary equilibrium is a
stagnation, s, = 0 for all t. "Recessions” may be necessary gestation periods for "booms.” Its policy

implication is rather striking: an attempt to stabilize business cycles may lead to stagnation. This is
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not to say that policy interventions are always counterproductive, as "recessions” can also be too long.

One may object that cycles generated in the above example look too regular for business
cycles. However, this is partly due to the strong symmetry of the models. For example, it is natural
to think that different industries face different intertemporal substitution constraints. Interactions
of two classes of industries, one with a longer cycle than the other, could potentially generate more
irregular cycles. When the intertemporal substitution constraints are less rigid than assumed above,
the possibility of "phase-locking” also arises. Alternatively, exogenous periodic productivity shifts, such
as seasonal variations, may lead to surprising effects when coupled with internal cycles of industries.

Exploring such variations would be a rewarding research program.

In the models discussed above, the range of products in the economy is fixed. and hence reats
are not dissipated away by the process of entry. If unrestricted entry is possible, rents would
disappear and so would the complementarity through the multiplier process. Startz (1989), for
example, argues that the multiplier should be much smaller in the long run than in the short run.
However, free entry brings another source of complementarity if the entry of new firms expands the
variety of products supplied in the market. For the remainder of thce paper, I will turn to this

mechanism of complementarities, based on the endogeneity of the product space.

3. Expanding Product Variety and Aggregate Increasing Returns

To understand how the entry process could lead to a complementarity, it is important to note
that entry of new firms, by introducing new products and services to the market, gives rise to
increasing returns at the aggregate level. The idea itself is not new. Young (1928), for example,
stressed that progressive division and specialization of industries, rather than subdivision of labor
within a firm, as an essential part of the process by which increasing returns are realized. The formal

modelling of this idea is, however, fairly recent.
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3.A.  The Basic Model.

To demonstrate the idea, 1 will use the following stripped down version of the Dixit and
Stiglitz (1977) model. Suppose that a single consumption good is produced by assembling a variety
of differentiated intermediate inputs. The technology satisfies the property of constant returns to
scale for a given set of inputs. More specifically, the production function takes a form of symmetric

CES;

. (o > 1)

X=[fnn[x(z)]1

with x(z) being the amount of input z employed in production, and [0.n] represents the range of
intermediate inputs available in the marketplace. It assumes that the direct partial elasticity of
substitution between every pair is equal to o. The restriction, ¢ > 1, implies that no input is
essential; X is well-defined even if some differentiated inputs are not used at all. Such a restriction
is necessary as we consider the situation in which the range of products offered may vary.

One implication of this specification of product differentiation deserves special emphasis.
That is, the productivity of intermediate inputs increases the greater the range of inputs available.
To see this, let us suppose that all varieties arc produced by the same amount, which, in fact, would

be the case in optimal and equilibrium allocations. By letting x(z} = x, we have

S (5)

X = ntx
Let M = nx be the total inputs used. Then, the average productivity of inputs, X'M = nlfte=1)
increases with n. This arguably captures the notion that the introduction of new capital goods and
producer services of a highly specialized character would enhance the efficiency of the economy.

Ethier (1982a) and Romer (1987) carlier interpreted this property of the CES specification as

increasing returns due to specialization, or to the division of labor, in production. This interpretation
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has recently been given a formal treatment by Weitzman (1994).

The costs of expanding product variety and of increasing specialization come from economies
of scale in the production of differentiated intermediate inputs. If there were no scale economies,
then productivity could rise indefinitely by adding more and more varieties to the list of differentiated
products, and producing less and less of cach variety. As before, let us suppose that production of
x units of each varicty requires ax + F units of labor: F is the fixed cost and a is the marginal labor
requirement. For notational convenience, let us choose the unit of measurement so that a = 1 ~

1/0. Finally, the labor resource constraint is

L = nlax+F) , (6)
where L is the total labor supply in the economy. Combining (5) and (6) yields

_1

n a-1

X = (L-nF)

o1]

Hence, the optimal product variety, one that maximizes the above cxpression, and per capita

consumption are

They are larger a) when the fixed cost is small, b} when the products are less substitutable, and c)
when the size of the economy is large.

A market equilibrium for this cconomy consists of the competitive final goods sector with the
constant returns to scale production function X and the monopolistically competitive intermediate
inputs sector with the labor input function, ax + F. Taking the range of intermediate inputs available
in the market n, the prices of intermediate inputs, p(z} for z € [0,n], and the price of the final good
P, as fixed, the final goods producers seek to maximize their profit by choosing the cost-minimizing

input combination. It is straightforward to derive the demand function for each input



Fig. 2
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x(Xz) - [p(:)]‘“ )

Furthermore, the zero profit condition implies that the output price must be equal to the unit cost:

1

p = [fon[p(z)]l"’dz T

Given the demand function derived above, each intermediate producer sets the price to
maximize its profit. In doing so, it takes P and X as fixed. This means that the elasticity of demand
with respect to its own price is o, so that the profit-maximizing price satisfies p(z)(1—1/0) = a, or p(z)

= 1. The equilibrium price of the final good is hence

T (7)
Note that an increasing availability of specialized inputs leads to a lower output price, although each
input price remains constant. This is nothing but the mirror image of the efficiency effect of
increasing specialization pointed out earlier.

The gross profit of each intermediate input firm (i.e., gross of the fixed costs) can be shown

to be proportional to output produced:
n = {(p-a)x = E (8)
g

The labor market clearing condition is given by (6). Inserting this expression into (8), gross profit

can now be expressed as a function of the number of firms:

n(n) = Ul E-F]. (9)

Note that this is a decreasing function of n, as shown in Figure 2. Entry of firms hence reduces the
profit of incumbent firms, The entry process continues as long as gross profit exceeds the fixed cost,

F. Thus, there is a unique equilibrium, depicted as point E in Figure 2. Some algebra shows that
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equilibrium product variety and per capita consumption are

Loox°
L

In market equilibrium, the variety of intermediate inputs, or the division of labor, is limited by the
extent of the market; as the economy size increases, more firms stay and a wider range of products
are offered in the market; this division of labor enhances the efficiency of production, and therefore
consumers living in a larger economy will be better off. (As equilibrium profit is zero, the aggregate
income consists only of wage income, so per capita output is equal to the equilibrium real wage in

this model.) The equilibrium output of each firm is

which is to say that, with a large fixed cost and in the presence of close substitutes, firms need to sell
more to break even.

One may be surprised to see that the equilibrium allocation is efficient in this model. This
is certainly not a robust feature of the model: a slight change in functional forms can destroy the
equivalence of equilibrium and efficient allocations. Yet, it is worth asking why the equilibrium can
be efficient in spite of monopoly pricing. The answer can be found in terms of the theory of second
best: the price distortion happens to offset the other distortion present in this model. But, what is

the other distortion? I will come back to this problem in Section 3.E.

3.B. Economic Integration: The Effects of Trade

The basic mode! can easily be applied to international and interregional economics. Imagine
that there exist two economies of the kind analyzed above, say East and West, and that they are
originally isolated from each other. Furthermore, assume that the two economies have identical tastes

and technologies. They differ only in Iabor supply. LE denotes the labor supply of East and LW that
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of West. Now let us ask; "What would happen if the two economies are integrated?" The answer
to this question crucially depends on the mobility of goods and labor.

First, suppose that the products can be transported at zero cost, but labor is immobile. Free
trade in goods ensures that the same set of intermediate inputs is available everywhere, so that the
final goods sector in both economies achieves the same level of efficiency, while the varieties
produced in each region are determined by the labor resource constraint. Symmetry implies that the
number of intermediate inputs produced in each region is proportional to the labor supply; East
produces nE = LF/oF varieties, and West produces n%W = LY/oF varicties. Both regions enjoy the

same level of productivity, and per capita income in both regions is equal to

1
o-1

LE+L¥
oF

As productivity depends on the availability of differentiated inputs in this model, economic integration
through trade improves efficiency in both regions, and hence it is mutually beneficial. True, the
larger economy may boast a much wider array of inputs produced than the smaller economy.
However, as long as all the inputs are available at the same prices. this would not handicap the
smaller economy. In fact, by comparing the situations before and after economic integration, it is
easily seen that productivity gains are larger for the smaller economy.

With the notable exceptions of Negishi (1972) and others, imperfect competition and
economies of scale received little attention in the theoretical trade literature for many years. The
systematic study of trade in differentiated products has grown enormously during the last decade,
following the path-breaking studies by Dixit and Norman (1980, Ch. 9), Krugman (1979), and
Lancaster (1979, Ch. 10). I have touched on only one of many important lessons that come out of

this literature: see Helpman and Krugman (1985, Chs. 6-9) and Helpman (1990) for more.
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3.C.  Economic Integration: The Effects of Factor Mobility.

Let us now suppose that there are impediments to trade, but economic integration makes it
possible for some workers to migrate across the economies. Footloose workers migrate from the
smaller economy to the larger economy, where the equilibrium wage is higher. As a result, the
population distribution becomes more lop-sided. New firms are created in the larger economy, while
firms are forced to close down in the smaller economy, which makes those who stay in the smaller
economy worse off. With limited mobility of goods, increasing returns are now region-specific. This
induces footloose workers to concentrate into one region. Economies of scale are realized only
through agglomeration. It should be noted that economic integration benefits the immobile workers
in the larger economy, while hurting those left behind in the smaller economy. This provides a
striking contrast with the case of trade in differentiated goods, where all (immobile) workers gain and
those in the smaller economy gain most. Faini (1984), Fujita (1990, Ch. 8.4), Helpman and Krugman
(1985, Chs. 10-11), Rivera-Batiz (1988), and Matsuyama and Takahashi (1994) among others, discuss
the effects of impediments to trade in differentiated goods on the regional distribution of economic
activity.

In the policy debates concerning Europe 1992, North American Frec Trade Area (NAFTA),
and other regional trading blocs, much has been discussed about the possible impact on smaller
economies. Many argue that, incorporated into a larger market area, small economies can enjoy all
the benefits of economies of scale, and become main beneficiaries of economic integration. Others
believe, however, that economic integration and the free movement of labor and capital lead to a
concentration of economic activities into the center, leaving the peripheries underdeveloped. The
above analysis suggests that both arguments have some theoretical merit and we need more detailed
information about the process of economic integration in order to determine the impacts. See

Krugman and Venables (1990) and Krugman (1991) for further exploration of this issue.



3.D. Clustering Phenomena

The regional disparities caused by the migration of workers represent just one example of
clustering phenomena, more general patterns that we observe everywhere in the real world. For
instance, many industries tend to concentrate into a few areas within a country (Ellison and Giaeser
1994). On a much smaller scale, retail stores and restaurants tend to cluster together in certain
sections within a city. Some sort of complementarity is obviously important for explaining retail store
clustering, but we cannot entirely attribute it to the physical characteristics of products sold by these
stores. True, restaurants and theaters tend to cluster together, as they offer complementary services.
In more extreme cases, such as nuts and bolts or left and right shoes, complementarities are so strong
that they are sold together in the same store. What is less obvious is why stores selling very similar
products and hence competing directly for customers also cluster together. Examples abound, such
as automobiles dealers, bookstores, camera shops, electronics shops, furniture stores, hair dressers,
etc. Why are these stores not spread out geographically? The need to share common infrastructure
may be one reason, but the universality suggests that there is something more that makes them cluster
together.

A slight modification of the basic model, taken from Matsuyama (1992c), helps to explain why
stores that sell similar products cluster together. The differentiated products, now interpreted as

consumer goods, are divided into two groups, 1 and 2. Preferences are now given by V(X ,X,), where

_a
o-1

-1
Xi=[fn‘[x(zi)]l °dz; , (o > 1)
o]

and n; denotes the product variety offered in group i fori = 1 and 2. The upper-tier utility function,
V, which aggregates the two composites of differentiated goods, is assumed to be homothetic. There
are two types of labor, managers and workers, whose total supplies are K and L, respectively.

Producing x units of each good requires ax = (1-1/6)x workers, as well as F managers. The services
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of managers are required independent of x and hence constitute the fixed cost. From the market
clearing condition for managers, the total number of firms is constant and equal to K/F = n; + n,.
This feature of the model helps us focus on the distribution of firms across the two groups.
Normalize the wage paid to a worker to onc. As before, demand for each product has the
constant price elasticity equal to o, for any given distribution of firms across the two groups. With
the marginal cost equal toa = 1 — 1/o, each firm sets the price to be equal to one, p(z;) = 1 for all
z; € [0, n;]. Hence, all firms in the same group operates at the same scale, x(z;) = x; for all z; € [0,
nJ, and thus X; = ni"/(""l)xi and the gross profit per firm is «; = x/o. (This means that each
manager employed in group i is paid x;/oF for his/her services.) The price index of each group is P;
= nil”(l""). The relative demand of the two composites can be written, due to the homotheticity of
V,as X,/X, = ¥(P,/P,), ¥’ < 0, so that the ratio of the gross profit in the two groups depends solely

on the ratio of product variety:

-2 L
_ i-a 1-o

T, X X,

oA L A,

1,

5
PZ

Iy

a 1
p R (=
n2 DZ n2

To see what is involved in this expression, suppose that V is a CES: ¥(P/P,) = B[P/P5] ¢,

where e represents the intergroup elasticity of substitution, while o may now be referred to as the

intragroup elasticity of substitution. Then.

The relation between profit level and product variety depends on the relative magnitude of € and o.

For example, suppose that group 1 consists of restaurants and group 2 retail stores. A pair
of restaurants or a pair of stores are much closer substitutes than dining and shopping (e < o).
Then, the profit level is negatively related to variety. If there are too many restaurants and a few

stores in the city, restaurants will close down and new stores will open in the long run. Entry and
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exit processes balance the numbers of the two types of establishments so as to equalize the profit rate
across the two groups.

On the other hand, suppose that there are two streets in the city and products are grouped
according to their location. It is costly to move back and forth between the two streets, but ex ante
consumers are almost indifferent between the two locations. Then, e is close to infinity, so that €
> ¢ and hence the profit level is positively related to the number of shops. Entry of a new firm, by
attracting more customers, would benefit existing firms in the same street. This introduces
complementarity in the locational decision, and entry and exit processes lead to all stores clustering
into a single location. Of course, with the right distribution, firms may be indifferent between the
two locations. Yet, such an equilibrium is unstable. The two stable equilibria in this exampie both
correspond to complete concentration in the same location. It should be pointed out that, when
clustering happens, there is no guarantee that the market mechanism picks the right place to cluster.
For example, if B > 1 in the above example, it is better to cluster in location 1 than in 2. Yet,
clustering in location 2 is a stable equilibrium allocation.

Note also that clustering of two products (and stores) can occur even when the direct partial
elasticity of substitution between them, o, is high, i.e., even when they are very similar products.
What makes a pair of products complementary to each other is the presence of a third alternative,
rather than the physical characteristics of the two products. In other words, what matters is the
Hicks-Allen notion of complementarity. In criticizing the notion of complementarity defined by
earlier writers, Hicks and Allen (1934) argued that the notion of complementary goods should be
based on the property of market demand and proposed that two goods should be regarded as
complements if what is now known as the Allen partial elasticity of substitution is positive. In fact,

an explicit calculation shows that in our model the compensated demand function satisfics
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P, dx;(z)

= € - C
XI- (Z) dPJ- ]V-const.

so that products in the same group are Hicks-Allen complements, whenever € > o. Intuitively, when
other shops in your area reduce their prices, you lose some of your customers; o captures this
business-stealing effect. Yet, your sale may still go up if the lower prices attract customers to your
area, the effect captured by e, more than enough to offset the business-stealing effect. If this is the
case, then your shop and other shops in your area are complementary to each other in the sense of
Hicks and Allen.

The discussion above assumed that V is a CES, but the main implications do not depend on
this assumption. With a more general upper-ticr utility function, this model can have any odd number
of equilibria, with stable and unstable equilibria alternating. When evaluated at a stable (an unstable)
equilibrium, products in the same group are Hicks-Allen substitutes (complements) with each other.

The traditional explanation of retail store clustering was based on Hotelling’s (1929) "principle
of minimum differentiation,” which is not robust to small specification changes. Recent literature,
such as Wolinsky (1983), emphasizes the role of consumer scarch in the presence of incomplete
information. Much of modelling efforts is devoted to make products offered in the same location
imperfect substitutes (i.e., finite o). The analysis here suggests that the consumer’s ex ante
indifference between the locations is the reason why even a small amount of incomplete information
often causes clustering in this literaturc.

The above model, with some modifications, can easily be applied to other contexts, as well.
For example, the two groups can be interpreted as the two alternative transportation systems, say
automobiles and railroads. Products are classified by whether they cater to the need of drivers or of
train-riders. To the extent that the two modes of transportation are close substitutes, there are two

stable equilibria, which can explain diversity across societies. In some societies, people use trains
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frequently and there are more shops around stations than along highways, and there are many pocket-
sized products. In others, people tend to drive more and there are more shops along highways than
around railroad stations.”

Alternatively, groups can be classified according to dates. By interpreting € as the
intertemporal rate of substitution, the model can be extended to explain regular temporal variations,
within a day, or a week, or a year. In such a model, there is no guarantee that the market mechanism
chooses the right time to cluster activities. If this is the case, the government may be able to play
a critical role in coordination, such as by introducing the daylight savings time or mandatory store

closing hours.

3.E. Anatomy of Market Failure.

In demonstrating clustering phenomena, it was also argued that the model of section 3.D.
yields the possibility of inefficiency. Market equilibrium does not necessarily pick the right place or
the right time in which to concentrate economic activities. Or, society may be stuck with a relatively
inefficient industrial standard, despite there being a technologically feasible alternative, which would
enhance efficiency if adopted widely.

The natural question is then: "what is the source of inefficiency?” Since the model does not
have any technological externalities, one might be tempted to attribute the inefficiency to the pricing
distortion. However, in the model discussed above, all goods produced are marked up at the same
rate (due to the symmetry of the products and the absence of an outside good), so that there is no
distortion in relative price. Free entry ensures that managers work in the firms offering the highest

returns. Then, without any discrepancy between social and private costs/benefits of any individual

It would be interesting to extend such a model to incorporate public goods, highways and
railroads. Once more people have chosen to drive and more shops have established along highways,
there would be a stronger political support to invest more on highways. Such a political process
should further accentuate complementarities.



action, why is there inefficiency?

The source of inefficiency is the coordination failure across firms. Starting with an inefficient
clustering equilibrium, no individual firm has an incentive to move to the other group, given that
other firms continue to stay. But, why does the price mechanism fail to coordinate the actions of
firms?

Tt might be instructive to interpret this inefficiency result in light of the First Fundamental
Theorem of Welfare Economics. This theorem says that in economies with compiete markets,
competitive equilibria are Pareto optimal. This theorem is remarkable in that few restrictions on the
properties of technologies are required. In particular, neither nonconvex technologies nor nonconvex
consumption sets would cause any problem for Pareto optimality. The reason why this theorem does
not apply to our model even in the absence of price distortions is the lack of complete markets. In
order to be able to apply the theorem to the environment of our model, there must be competitive
markets for all commodities (i.e., all potential products), as well as the markets for the two factors,
in which prices are publicly quoted so that firms and consumers can signal their demand and supply
for each commodity simultaneously for any vector of prices. This is indeed a very strong hypothesis.
In the model above and in any monopolistic competition models, it is assumed more realistically that
consumers demand only products that are available in the marketplace. What is critical here is that,
before a new product is introduced, its price is not publicly quoted, so that there is no way for
consumers to signal their demand for the product. When the firm enters, it not only creates a new
product but also creates the market for that product.

The incompleteness of markets would not cause any coordination failure if all products are
Hicks-Allen substitutes. When there are Hicks-Allen complements, however, a whole set of
complementary products may fail to be introduced even when it is more efficient to mtroduce them.

To understand this, it is useful to think that, from the consumer’s point of view, products not yet
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offered can be regarded as products offered at prices equal to infinity. When a single firm
contemplates offering one of the products, quoting a finite price does not generate any demand for
the product if complementary products remain prohibitively expensive. Only when a large set of
complementary products are offered simultancously and become available at reasonable prices,
consumers are induced to signal sufficiently high demand for each good. This is the reason why the
costs-benefit calculation of individual entry differs from that of simultaneous entry, regardless of
whether one takes social or private points of view. In the standard general equilibrium model with
complete markets, this coordination problem is artificially resolved by the Walrasian auctioneer, who
quotes the prices for all potential commodities to which both consumers and producers respond.6

That the lack of complete markets is responsible for the inefficiency in the model should also
become clear by showing that any equilibrium allocation is the solution to the optimal allocation
problem, conditional on the set of goods produced, which will be left to the reader as an exercise.’
The important message is that the market mechanism may be an efficient algorithm for solving how
much to consume and produce, once a more fundamental problem of which commodities to consume
and produce has been solved. In reality, of course, there are so many potential commodities that it

is impossible to open markets for all: we must decide which market to open. The paradox is that we

need to open all markets in order to collect the necessary information to know which market to open.

SOF course, it is possible that some commodities are not produced in equilibrium in a model with
complete competitive markets. However, the equilibrium allocation is still efficient, as markets are
open even for these non-produced commodities. There are publicly quoted equilibrium prices, to
which consumers submit zero demand and producers submit zero supply. The equilibrium quantity
is zero for these commodities precisely because there are no gains from trade. Another way of saying
this is that the open but inactive market is fundamentally different from the closed market.

TThis is because markets exist for all the commodities actually produced and consumed. This is
different from the literature of incomplete security markets, surveyed by Duftie (1992), or from the
sunspot literature surveyed by Chiappori and Guesnerie (1991), in which trading opportunities are
restricted even for commodities that are a part of endowment bundle. The critical difference is that,
unlike in these literatures, the set of goods consumed is determined endogenously in models of
monopolistic competition.
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Above, I have developed a monopolistic competition model with no price distortion in order
to isolate the lack of complete markets as a sole source of inefficiency. It should be pointed out that
the distortion due to the incompleteness of the market would not disappear in models with price
distortions. Sometimes, the two forms of distortions can interact to produce a rather surprising result.
For example, in the basic model of Section 3.A., the market equilibrium allocation is efficient. This
is because the two forms of distortion exactly offset each other.

In many ways, the market failure in clustering phenomena discussed in this section resembles
the "counterexamples” analyzed by Hart (1980) and Makowski (1980), who interpret them as a
formalization of the pecuniary externalities discussed by Scitovsky (1954). In their examples, the
inefficiency occurs when a set of complementary products fails to be produced, while in the model
above the inefficiency occurs when a wrong set of complementary products are produced. Their
examples also assume directly complementarity between the two goods, the nut and the bolt,
produced by two independent firms, for which the coordination failure is difficult to justify. On the
other hand, the possibility of inefficiency here arises as the lack of coordination among a large
number of firms, possibly selling very similar products.

The possibility of inefficient clusters discussed above arises because the market mechanism
may fail to pick the right place in which to cluster economic-activities. In the model, there is another
clustering equilibrium, which is efficient. Hence, there is nothing wrong with clustering per se. This
is an important point to keep in mind, particularly in the context of regional policies, as policy
debates in this area often take it for granted that unbalanced regional growth is undesirable.
However, this is not to say that an inefficient clustering equiltbrium always co-exists with an efficient
clustering equilibrium. Indeed, one can construct a variation of the above model, in which all
clustering equilibria are inefficient, relative to the (unstable) equilibrium in which all types of

products are offered. For such a model, see Matsuyama and Takahashi (1994), which discusses the
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possibility of inefficient unbalanced regional growth.

4. Circular and Cumulative Causation in Growth and Development

Complementarity in the entry process and associated expanding product variety is also useful
for understanding some fundamental problems of economic growth and development. Satisfactory
treatments of these issues, of course, require a dynamic model, and the literature has evolved
primarily by extending the dynamic monopolistic competition model of Judd (1985). Nonetheless,
I will refrain from developing dynamic models, as the static framework can illustrate many ideas in

the literature.

4A.  Underdevelopment Traps

One critical aspect of the development process is that productivity growth is realized through
an ever greater indirectness in production. One of the main obstacles to economic development is
that complicated technologies often require a variety of local inputs and producer services. In
underdeveloped regions, the lack of local support industries force the use of relatively simple
production methods in downstream industries. This in turn implies a small market size for specialized
inputs; the lack of local demand prevents a network of support industries from springing up in the
economy. Thus, the two factors, the lack of demand and the lack of support industries, are mutually
interrelated. Not only is the division of labor limited by the extent of the market, but also the extent
of the market is limited by the division of labor. Such circular causation creates underdevelopment
traps. Of course, the circularity does not always imply a vicious circle. If the economy acquires more
than a critical mass of support industries, the very fact that the relation is circular generates a virtuous
circle. Over time, the division of labor becomes far more elaborate, the production process more
indirect, involving an increasing degree of specialized inputs. Through such a cumulative process, the

economy experiences productivity growth and a rising standard of living. In the presence of
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complementarity, nothing succeeds like success, and poverty becomes its own cause.
Again, a slight extension of the model of section 3, taken from Matsuyama (1992c, Sec. 3),
helps to capture this idea. Let us now suppose that a single consumption good is produced with the

following constant returns of scale production function,

c = F{X,N) ,

where N is labor input. This specification allows the final goods industry to substitute between labor
intensive and intermediate inputs intensive technologies. The relative demand for N and X is given

by an increasing function of P,

N - em, (10)
X

with the elasticity of substitution between X and N being equal to &(P) = dlog®(P)/dlogP. The
pricing behavior of monopolistically competitive firms is the same as before, so that p(z) = 1 for all
z € [O,n] and all varicties are produced by the same amount; hence (5) and (7) remain valid. The

labor market clearing condition now becomes, instead of (6),

niax+F)+ N = L. (6')

For any n, equations (5), (6", (7), and (10) can be solved for x. From (8), the gross profit per firm

satisfies

% (n) = L-nF . (91)

_1 _9_
(o-1)n+ao®{(n?°)n°?

With a large (P), the profit function can be increasing in n. For example, suppose that F(X,N) is
CES, with €(P) = e. Then, ®(P) = BP* and the profit function has a single peak when e > o. In
this case, there are three equilibria, as shown in Figure 3. The middle equilibrium, Sy, represents

the threshold level below which the firms make losses. If the economy is slightly above the middle
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equilibrium, there is an inducement to start new firms. Profit per firm rises with the number of firms
around the middle equitibrium, which makes it unstable. The other two equilibria, Sy and Sy, are
both stable. In the lower range, the limited availability of specialized inputs induces the final goods
sector to use relatively labor intensive technologies, which implies a small market size for inputs
producers. No firm is able to stay in the market, and n = 0, or S, represents a state of
underdevelopment toward which the economy gravitates. The higher level equilibrium, Sy, on the
other hand, is characterized by a wider range of intermediate inputs, a higher share of the
intermediate inputs sector in GNP, and a higher total factor productivity.

More generally, this model could have an arbitrary number of stable equilibria, as constant
returns to scale imposes very few restrictions on the relative factor demand function ®(P). An
example can easily be constructed by allowing the final goods sector to have access to a finite number
of Leontief (ie., fixed coefficient) technologies. Furthermore, it can be shown that per capita
consumption (and labor productivity) is positively related to product varicty across equilibria. The
model is thus consistent with the idea of the stages of economic development.

The multiplicity of stable equilibria arises in this model because the benefits of a new input
are not completely appropriated by the firm that introduces it. With an increasing variety of inputs,
entry induces the final goods sector to switch to more intermediate inputs intensive technologies,
thereby generating demand for other inputs. No individual firm, however, takes into account such
pecuniary externalities. Of course, coordinated, simultaneous entry of firms would solve the demand
spillover effects, making it possible for the economy to jump from S to Sy;. However, this is partly
due to the static nature of the model. In an explicit dynamic setting, where starting up new firms
require reallocation of current resources from production and the benefits of productivity growth are
realized only in the future, Cicconce and Matsuyama (1992) show that the resource constraint makes

coordinated entry unprofitable, and the economy cannot escape from the state of underdevelopment;



thus n = 0 becomes a poverty "trap.”

It is worth pointing out that, at a more formal level, the mechanisms generating multiple
equilibria in this model are similar to those discussed in Section 3.D. The possibility of substitution
between labor intensive and intermediate inputs intensive technologies makes intermediate inputs
complementary to each other (in the sensc of Hicks and Allen), even when the rate of substitution
between two intermediate inputs, o, is high. It should also be noted that, although monopoly price
distortions play a significant role, the underdevelopment trap cannot be eliminated merely by
correcting price distortions. For the same reason discussed in Section 3.E., multiple equiiibria and

inefficient traps could still exist without any price distortion: sec Matsuyama (1992c, Sec. 3).

4.B. International Economics

The above model also suggests that international trade could be responsible for uneven
development. To see this, consider the following model of a small open economy, adopted from
Rodriguez-Clare (1993). There are two tradeable consumer goods, A and B, and preferences are
given by C A“CBI_“. Both consumer goods sectors are competitive, and the production functions are
FA(XaN4) = XN, 7Y and Fg(XpNp) = Xg®Np! 74, where 0 < 8 < y < 1. In the absence of
international trade, this is analytically equivalent to an economy of a single final goods industry with
the production function F(X,N) = KX*'N1~*" where K is a positive constant and «* = ay +
(1—a)8 (hence y > a* > 8). Relative demand is then ®(P) = (1/a*—1)P and the profit function

is, from (97,

which is decreasing in n, as depicted by the dotted curve in Figure 4. There is a unique stable
equilibrium, in which the economy produces both consumer goods. Equilibrium product variety is

given by
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Suppose now that the economy trades in the world market, where the relative price of the
two tradeable goods is exogenously given and equal to one. This open economy effectively becomes
equivalent to a closed economy of a single final goods industry with the production function, F(X,N)
= MAX{XA"NAI_"' + XBSNBI—‘S, st. X, + Xg s X and Ny + Np < N}, whose elasticity of
substitution between X and N is infinite at P = 1. This is because the possibility of trade makes the
two consumer goods perfect substitutes for the competitive firms. With o < (1) = =, the economy
may now have underdevelopment traps.

More specifically, the unit cost is equal to PY in sector A and P¢ in sector B, so that the
economy specializes in A when PY? = n(Y=¢¥(1-9) « 1 or n > 1; it specializes in B when n < 1.
The relative demand function is thus ®(P) = (1/y —1)P and ®(P) = (1/6—1)P, respectively. The gross

profit is hence equal to
ni{n) = _Y [ é - F] .
o-y | n

ifn>1, and

R(n) = [%—F]l

if n < 1. Note that the profit function jumps at n = 1, at which the economy switches between the
two sectors. If y > oF/L > 8, there are two stable equilibria, ny, = yL/oF and ng = 3L/oF, with
n = 1 being the threshold level, as shown in Figure 4. In this example, international trade creates
an underdevelopment trap. An economy with a small industrial base specializes in B, which make
little use of local specialized inputs, hindering the development of an industrial base.

When an economy finds itself in such a trap, government intervention could be effective. For
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example, imposing sufficicntly heavy taxes on the production of B can reduce the threshold level
below ng. This eliminates the low equilibrium trap, leaving n, the only equilibrium (Rodrik 1994).
If «*L > oF, autarky would also help to generate a critical mass of support industries, so that
temporary isolation would help the economy to escape the underdevelopment trap.

Let us now briefly consider some tmplications of this model from the global point of view.
Suppose that the world economy consists of many identical national economies of the kind analyzed
above. Since the world as a whole is a closed economy, some economies have to specialize in B,
while others specialize in A. Without any innate differences, national economies need to be
separated into the rich and the poor. Furthermore, as larger fraction of the national economies
succeeded in development, the world supply of A goes up rclative to B, which reduces the relative
price of A. This change in the relative price raises the threshold level of n, making the problem of
development even harder for those remaining underdeveloped. See Markusen (1991) for the dynamic
analysis along this line, demonstrating first-mover advantages in economic development in the
presence of international trade.

The above model thus captures an element of the radical or structuralist views, expressed by
Baran (1957), Myrdal (1957), and most notably by Prebisch (1950). Nevertheless, its policy
implications should be interpreted with caution. First, the economy may be better off in the low
equilibrium trap than in autarky. Specializing in B under free trade is worse than specializing in A
under free trade, but this does not necessarily imply that specializing in B under free trade is worse
than autarky. Second, the analysis treats nontradeability (or, more generally, transport costs) of
specialized inputs as given. As Markusen (1989) and others have pointed out, reducing trade barriers
on specialized inputs is generally desirable. This is the case even when some inputs are truly
nontradeable. For example, in the above example, suppose that some specialized inputs are

tradeable, while others are nontradeable. Initially, all tradeable inputs are banned, and the economy
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is in the low equilibrium trap. Removing trade barricrs on some tradeable inputs can help the
economy to cross the threshold, which increases demand for inputs, including nontradeable ones.

Hence, there is complementarity between tradeable and nontradeable inputs.

4.C.  Sustainable Growth

Note that in the previous model, the cumulative process of growth and development
ultimately peters out. This is because the resource constraint eventually becomes strong enough to
counteract demand complementarities. In industrialized countries, however, all indices seem point
steadily upwards. On average and in the long run there are no signs of a slacking of economic
development in these countries (Maddison 1982, Ch.2; Romer 1986). The recent literature on
endogenous growth shows that complementary in the technologies of entry processes itself may be
important for sustainable growth.

Again, the basic model of Section 3.A. can be used to illustrate the basic idea. As shown in
Figure 2, the benefit of entry, gross profit, declines with new entries. In order to offset smaller
profits, the cost of entry must also decline. One way of doing this, taken from Rivera-Batiz and
Romer (1991) and Barro and Sala-i-Martin (1992), is to assume that starting new firms requires F
units of the final good, instead of labor. The idea is that new generations of computers would help
scientists design new products, hence this model is called "the lab equipment model" by Rivera-Batiz
and Romer. Under this specification, entry also benefits from increasing returns due to specialization,
which introduces a complementarity in the entry process and makes growth sustainable.

As labor is used only in manufacturing of inputs, the labor market condition becomes simply
nax = L. Gross profit is thus n = x/o = L/(o—1)n, which is declining in n. The cost of entry, on

the other hand, becomes PF, so that entry of new firms would continue as long as
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If ¢ = 2, then both the benefits and costs of entry fall at the same rate, and the inducement to start
up new firms always exists as long as L > (o—1)}F. If o < 2, the case shown in Figure 3, the cost of
entry falls faster than the benefit. This creates a threshold for development, but the cumulative
process of growth, once started, will never stop.

An alternative way of generating sustainable growth, taken from Romer (1990) and Grossman
and Helpman (1992, Ch.3) and others, is to introduce learning-by-doing in the process of entry, while
maintaining the assumption of the fixed cost being paid by labor. More specifically, let us suppose
that the amount of labor required in start-up operations declines with the number of firms, say, F/n*.
Then the stock of knowledge useful for setting up new firms is increasing in n. The idea is that
entrepreneurs starting new businesses or scientists designing new products can learn from past
experience, hence named "the knowledge-driven model” by Rivera-Batiz and Romer. The labor

market clearing condition is now

By substituting this expression in (8), one can show that the entry of new firms would continue as

long as

or



_L_ > nl’l
ogF

If labor productivity in start-up operations is proportional to the number of firms (1 = 1), as assumed
in Romer, and Grossman and Helpman, then there is always an incentive to start up new firms and
introduce new products as long as L > oF. If the learning-by-doing or knowledge-spillover effect is
stronger (A > 1), then the possibility of underdevelopment traps arises, but, again, the cumulative

process of growth, once started, will never stop.

4.D. Business Cycles: The Second Approach.

Because of the multiplicity of stable equilibria, the model of Section 4.A. and 4.B. can also
be used as a building block for modelling business cycles. For example, one may adopt the approach
sketched in Section 2E. A combination of intertemporal substitution and intratemporal
complementarity generates temporal agglomeration, and the economy alternates between "booms” and
"recessions.” Instead of repeating the argument, I will sketch an alternative approach in this section,
based on "sunspot equilibrium”, taken from Howitt and McAfee (1992) and Chatterjee, Cooper, and
Ravikumar (1993). Although the sources of complementarities in these studies are not due to
monopolistic competition, the approach should be adoptable to models of monopolistic competition
as well.

The basic idea is easy to grasp. Consider the case of the two stable equilibria, say, n, and
ng, as in Section 4.B. By replicating the static model over time without allowing any possibility of
intertemporal allocation of resources (e.g., by assuming all goods are perishable), one can generate
a rather trivial dynamic model. Now introduce a publicly observable random variable, called a
"sunspot,” which follows a Markov process with two-states, say A and B. The realization of the
sunspot variable has no effect on the fundamentals of the economy; it is purely extrinsic uncertainty.

Yet, it is possible for the sunspot variable to drive fluctuations in this economy. Suppose that all
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agents believe that n = n, when the sunspot is in state A, and behave accordingly. Then, the
equilibrium value of n is indeed equal to n,. Likewise, if all agents believe that n = ng when the
sunspot is in state B, then the belief is indeed confirmed in equilibrium. Thus, the belief that the
economy is driven by the sunspot becomes a self-fulfilling prophecy. In such a sunspot equilibrium,
a boom is coming if every agent believes that it is coming, and a recession is coming if every agent
believes so. The sunspot variable acts as a device to coordinate the expectations of the agents.

What is discussed above is admittedly a caricature of the sunspot equilibrium. Instead of
simply replicating the static mode! with multiple stable equilibria, one may construct an inherently
dynamic model in which the number of firms, n, can change only slowly over time. The presence of
some friction makes n a predetermined variable. Such a friction can be introduced either due to
investment processes (Ciccone and Matsuyama 1992), to physical adjustment costs, to search
processes (Diamond and Fudenberg 1989, Howitt and McAfee 1992; Mortensen 1989, 1991}, or to
a restriction on the frequency with which the agents can change their decision (Matsuyama 1991,
1992b). In the presence of such frictions, entry becomes an investment decision, so that potential
firms make their entry decision based on the expectation of present discounted future profits, say Q.
In the absence of any random shock, equilibrium dynamics can be depicted by the phase diagram,
Figure 6, in which there are two steady states, n, and ng, as well as two convergent equilibrium
paths, one for each steady state. In path A, entry takes place and the number of firms rises over
time. In path B, exit takes place and thc number of firms declines over time.

When the friction is sufficiently large, the economy converges to the lower steady state when
the economy is initially in a neighborhood of ng. This would be an underdevelopment trap. On the
other hand, if the friction is small, path A can cover ng and path B cover n, as depicted in Figure
6. In this case, one can construct a sunspot equilibrium, in which the economy is in a boom when

the sunspot variable is in state A and in a recession when the sunspot is in state B. During booms,
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the number of firms continues to rise and approaches n,. When the sunspot switches to B, then the
economy enters recessions, where the number of firms continues to decline and approach ng. Along
this sunspot equilibrium, the economy fluctuates within the range bounded by the two steady states.

This sunspot equilibrium has a couple of attractive features. First, unlike the approach
sketched in Section 2.E., it is capable of mimicking observed patierns of business cycles: the time
series can be described by autoregressive processes with Markov regime switchings (Neftci 1984;
Hamilton 1989). Second, it captures the procyclical nature of net business formations (Davis and
Haltiwanger 1990). The drawback of the sunspot approach, relative to the approach discussed in
Section 2.E., is that cyclical behavior is not inevitable. There arc many other equilibria, including the
one in which the sunspot variable is ignored by the agents: the belief that the sunspot is irrelevant
is also self-fulfilling. However, one may be able to show that, under certain learning processes, the

agents learn to believe in sunspots (Howitt and McAfee 1992; see also Woodford 1990).8

5. Some Methodological Issues.

The class of models discussed above naturally raises many methodological questions. For
those who work in this area, there is a familiar set of closely related criticisms and objections they
encounter repeatedly when presenting their research. In this section, I address some of these

questions, in particular, concerning the logic of coordination failures and multiple e:qui]ibria.9

8What 1 discussed here is the merc one particular kind of sunspot equilibrium. There are other
types of sunspot equilibria in the litcrature, which are also used to model endogenous fluctuations.
The discussion of these alternatives, however, requires inherently dynamic models: see Chiappori and
Guesnerie (1991), Farmer (1993), and Guesnerie and Woodford (1992) for surveys.

“My view on these methodological issues is far from original. Yet, it has been shaped so gradually
over the years through conversations as well as readings that I cannot attribute it to particular
sources. In writing this section, however, I found it useful re-reading some of the articles, including
Guesnerie (1993), Romer (1994) and Woodford (1987). Matsuyama (1993b, 1994) also discuss some
issues in more detail.
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5.A. Coordination Failures.

One objection to the analysis of coordination failures based on complementarity is that, with
huge gains from coordination, people should eventually manage to find a way of coordinating
complementary activities, hence the inefficiency due to such a failure would not be relevant in
practice. Some would even suggest that mergers can solve the problem entirely.

There are several ways of responding to this objection. First, unlike the couple rowing a boat
together, or the two producers manufacturing the nuts and bolts, complementarities in the models
discussed here arise as an outcome of market interactions among a large number of producers and
consumers. Second, finding out which activities are complementary and can be combined most
profitably is an enormously demanding problem in practicc. In the models discussed above, this
problem is made artificially simple, since there are at most two sets of complementary products and
all products enter symmetrically within each set. But these assumptions, made for the sake of
analytical simplicity, are not realistic features of the models. (And we know that these assumptions
are "true,” having set up the models, but the agents living in these environments may not be so
fortunate.) In reality, one has to overcome enormous information problems. The set of all products,
both existing and potential, is huge. Products are not generally symmetric. One has to find out which
combination of products is complementary, and the number of possible combinations grows
exponentially with the number of products. This is not to deny that there are isolated instances in
which coordination problems have been identified and solved. Successful businesses are introduced
regularly by those who discover (or stumble upon) a new way of combining complementary products:
business books are full of such stories. But the very fact that these innovators can get fabulously rich
in the process and yet, new ways of doing businesses are introduced year after year suggests that a
large number of coordination problems are waiting to be discovered.

Third, even when the agents know which activities need to be coordinated, the probiem is far
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from being solved. Explicit coordination, such as the merger, is itself an activity that requires the use
of resources. The important assumption in monopolistic competition models, though not always
explicitly stated, is that firms achieve superior production technologies by specialization.  An
entrepreneur who attempts to manage many activities at the same time may face a production
technology that is considerably less cfficient than when these activities are managed by independent
entrepreneurs.

Fourth, if mergers were costless, they would take place not only for the purpose of
coordinating complementary activities, but also for restricting competition and enhancing monopoly
power. In this case, other assumptions of the models studied in this paper--that the actions taken by
an individual firm are negligible in the aggregate economy and there is no strategic interaction
between firms--lose much of their plausibility. Of course, this is not to deny that multiproduct firms
can sometimes overcome coordination problems: introducing explicit costs of coordination, and hence
endogenizing the range of activities undertaken by a firm in monopelistic competition models, would
be a desirable direction for future research. However, it is optimistic to suppose that entrepreneurial
efforts can eventually solve all important coordination problems.

The second line of criticism against the analysis of coordination failures questions its logical
consistency with the equilibrium analysis. For the equilibrium analysis to be valid, there must be some
reason for all agents come to expect simultaneously that a particular equilibrium should prevail.
Somec may argue that the agents, if capable of coordinating their expectations, can equally well
coordinate a change in their expectations, and move away from a Pareto dominated equilibrium to
the Pareto-dominant one.

One possible response is that coordinating expectations is much easier than coordinating
changes in expectations. The former can be achieved historically through conventions, customs,

cultural beliefs, ideologies, or other processes of learning (or some may say, assimilation or
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indoctrination). The formation of stable expectations indeed has an important social dimension, and
many institutions can be viewed as responses to this problem. On the other hand, coordinating
changes in expectations, and thereby initiating a concerted change in actions, requires a break from
tradition and the institutional framework that helped agents to sharc the same expectations in the
first place. These arguments, of course, have to be represented in an explicit dynamic setting, but
many economists find them convincing, at least in the context of economic development and regional
disparities.

The above response may not be convincing in the context of economic fluctuations, which is
probably why many economists remain skeptical about the macroeconomics of coordination failures.
In Section 2.E., I suggested a way of making it more plausibie, by showing how agents naturally come
to move in unison in the presence of intertemporal substitution. However, an altogether different
response to the criticism may be more appropriate. The presence of Pareto-rankable multiple
equilibria invalidates equilibrium analysis of business cycles; agents cannot coordinate their
expectations, having difficult time in forecasting the forecast of others, which may be why business

cycles are unpredictable and why there is so much demand for business forecasting,

5.B. Multiple Equilibria.

There 1s a more general objection to models with multiple equilibria. Models with multiple
equilibria by nature have little predictive content. In particular, it is impossible to perform
comparative static analyses. It might be also argued that models with multiple equilibria yield few
empirically testable implications. Hence, as a matter of principle, we should only propose models with
unique equilibrium as candidate models of the economy.

There are a number of responses to this objection. First, the mere fact that one model has
a unique equilibrium does not necessarily mean that it has more predictive content than another

model with multiple equilibria. It depends on the distance between assumptions and conclusions.
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For example, suppose that we want to model resource allocation in a small town, which we know has
only one shopping district. We can build a model with unique equilibrium, but in doing so, we may
have to make the "realistic” assumption that there is only one shopping district. Alternatively, we can
build a model, similar to one discussed in Section 3.D., in which therc are many possible locations
for shopping districts, and yet, under certain conditions, only one shopping district can survive in
equilibrium. This model has multiple equilibria in that it does not say which location is actually
chosen. In this case, the second model clearly has more predictive content: it can explain everything
the first model explains, plus what the first model assumes. Furthermore, the second model can also
explain what kind of changes leads to the formation of a second shopping district in this town--a
possibility that the first model rules out by assumption. Or think of the problem considered in
Section 4.B. One can build a model of North-South trade, assuming that the world is divided into
two regions: North, which specializes in the A-sector, and South, which specializes in the B-sector.
Such a model may have a unique equilibrium, but the model of Section 4.B. has more predictive
content, in that it is capable of explaining when and why the world is divided into the rich and the
poor. More generally, from any model with multiple equilibria, we can always build a model with
unique equilibrium by simply ruling out all but one equilibrium allocation from the set of feasible
allocations. But, doing so does not increase the predictive content of economic theory. This is not
to deny that, for any given model, a smaller set of equilibria means sharper predictions. It is thus
desirable to "refine” the set of equilibria by throwing away some highly implausible or "unstable”
equilibria. But this is different from saying that it is desirable to "select” the unique equilibrium or
to limit ourselves to models with unique equilibrium.

Models with multiple equilibria can also generate a large number of testable implications. At
least three kinds of hypotheses can be tested. First, no matter how big the set of equilibria is, we can

still test the model if all equilibria share some common properties. For instance, we can always test
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the equilibrium conditions directly, as long as they impose some restrictions on observables. In
models of business cycles with multiple equilibria, all equilibrium paths may share the same time series
properties. Second, one can test how a change in an exogenous variable affects the set of equilibrium
values of an endogenous variable (Milgrom and Chris Shannon 1994). For example, in the models
of Section 4, a change in F shifts the set of equilibrium product variety, n, in the same direction
across all stable equilibria. So, even if we do not know which equilibrium is actually chosen, we can
still predict how n responds to a change in F on average, which can be tested by a simple regression.
In this case, multiple equilibria even justify the presence of error terms, which a model with unique
equilibrium would have to explain in a more ad hoc way, i.c., by introducing some "unobservable”
variables (Jovanovic 1989). Third, the model may predict that a certain change in parameter values
affects the number of equilibria, which could be tested in principle by comparing the experiences of
different countries and different periods with different policy and regulatory regimes.

More generally, the very fact that certain parameter values ensure unique equilibrium while
others imply multiplicity itself is a prediction of great significance. A government spending increase
eliminates an underdevelopment trap in the model of Section 2.ID. Free trade in the final good is
responsible for divergent performances across economies in the model of Section 4.B. Prediction of
this kind also provide us with a new way of conducting policy analysis. Depending on the objective,
one may design policies, in the spirit of mechanism design, to generate a good equilibrium, to
eliminate a bad equilibrium, or to ensure unique equilibrium. Analyses of this kind can be more
useful as a guide for policymaking than comparative static analyses. We could be throwing away many
important predictions if we look only at models with unique equilibrium.

That a parameter change can cause a discrete change in the set of equilibria also make models
with multiple equilibria useful for explaining the possibility of a structural change, which may be

initiated by a small change in the environment. This is an important message of the economics of
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complementarity and cumulative processes: through the process of mutual interaction of
complementary activities, a small shock can be amplified to create a large effect. The sensitive
dependence also has an important policy implication. It is generally viewed, both by its advocates and
its critics, that the literature on coordination failures, with its inefficiency results, justifies policy
activism. However, the results in this literature can be interpreted as a case for a more prudent
approach. The economics of complementarity and cumulative processes may indeed demonstrate the
possibility of coordination failures. It may explain why active government intervention seems to have
been successful in certain cases. But, it also poses a serious question concerning the replicability of
such experiences; each society, each region, or each industry is unique; without detailed knowledge
of the environment, the effects of policy interventions are extremely difficult to predict. And the
inefficiency of original allocation means that, if we make a mistake, the welfare loss due to such a
policy error is of the first-order magnitude.

Critics of models with muitiple equilibria often seem to forget that they are designed to
answer a different set of questions and to express different ideas from models with unique
equilibrium. For example, models with multiple equilibria are the most natural framework for
explaining diversity: why are there huge variations across regions and periods in productivity, standard
of living, business practices, or the organization of industry? In a model with unique equilibrium, any
attempt to explain the variations of per capita income forces us to introduce variations in other
variables, such as saving rates and education, as is common in growth accounting exercises. Yet
variations in these variables themselves are left unexplained, or need to be explained by introducing
variations in another set of variables. Even worse, such an endless search for the cause may have the
danger of encouraging the view that "we are so much richer than they are because we saved so much
more and worked so much harder in the past. and because we are so much more prudent and

industrious." In models with multiple equilibria, on the other hand, one can explain diversity across
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cconomies without assuming inherent differences, which tends to suggest a completely different view.
There is nothing special about the world we actually observe; it is merely one of many different
conceivable outcomes, that happened to be chosen as a consequence of a long series of small
historical accidents; or "small initial advantages we had in natural conditions have started cumulative
processes of more saving and more education, until we became much richer.” Needless to say, there
is nothing wrong with unique equilibrium. There are many important questions that are better
answered by models with unique equilibrium. But belief in the virtue of uniqueness has the danger
of conditioning economists into certain prescribed patterns of thinking. It would force us to look only
for problems that are easily predictable, which may lead us to think that the real world should be
predictable and hence should be manipulable. It would lead us to believe that only a big change in
the environment can cause a big effect, etc.

These responses may not convince the critics of models with multiple equilibria. Behind their
objections and skepticism, there may aiso be some psychological resistance. Accepting multiplicity
means abandonment of the deterministic view of the world. It means that there is nothing special
about the world in which we live. It means that there are alternative forms of economic, political,
and social systems that are completely different from the way our society is actuaily organized. And
it is highly unsettling to admit the possibility that a slight change in the environment may result in
drastic changes. This may be why economists tend to impose from the beginning parameter
restrictions that ensure uniqueness, even when there may be no supporting evidence for such
restrictions -- a tendency that is so deeply entrenched that we are rarely aware of it. And once these
restrictions become standard, they become "natural” and "plausible.” In many of the models studied
in this paper, multiple equilibria are generated simply by dropping "standard" parameter restrictions
imposed in the literature. Some economists seem to be surprised how a small perturbation to

standard assumptions can generate multiple equilibria in models of monopolistic competition.
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6. Concluding Remarks

In recent years, monopolistic competition models have frequently been applied in
macroeconomics, international and interregional economics, as well as growth and development. The
three features of monopolistic competition, the monopoly power of differentiated goods producers,
the lack of strategic interaction, and the explicit analysis of entry and exit, make it a useful framework
to examine the aggregate implications of monopoly distortions, increasing returns and expanding
product variety. In this paper, I have presented a highly selective review in this area, with special
emphasis on complementarity and its role in generating multiplier processes, business cycles,
clustering, underdevelopment traps, regional disparities, and sustainable growth, or more generally,
what Myrdal (1957) called the "principle of circular and cumulative causation.”

I should point cut that monopolistic competition is not the only way of modelling
complementarity. As the self-adjusting nature of market forces in the standard neoclassical paradigm
is due to efficient resource allocation, any departure from the standard paradigm would increase the
chance of generating complementarities, thereby introducing instability and cumulative processes. For
example, it is well-known that more decentralized trading processes, instead of well-organized
Walrasian markets, create complementarities, which have been used to explain underemployment
(Diamond 1982) and business cycles (Diamond and Fudenberg 1989), and the universal adoption of
a single medium of exchange (Kiyotaki and Wright 1989; Matsuyama, Kiyotaki, and Matsui, 1993).
In macroeconomics, the lack of complete enforceable contingent contracts is emphasized as the
mechanism of generating coordination failure in financial and investment decisions (Diamond and
Dybvig 1983; Pagano 1989; Gale 1992; Acemoglu 1993), as well as complementarity between real and
financial sectors {Bernanke and Gertler 1989; Banerjee and Newman 1993, Kiyotaki and Moore 1993,
Greenwood and Smith 1994). Information externalities also generate complementarities and

cumulative processes, which are used to explain a variety of phenomena, such as custom, fashion, and
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fads (Banerjee 1992, Bikhchandani, Hirshleifer, and Welch 1992), and business cucies and market
crashes (Caplin and Leahy 1994, Chamiey and Gale 1994, Zeira 1994). Recent work on political
economy also demonstrates that political constraints may lead to an inefficiency trap (Roberts 1989,
Fernandez and Rodrik 1991; Persson and Tabellini 1994).

For that matter, pure technological externalities, either static Marshallian external economies
or dynamic learning-by-doing effects, would be enough to generate complementarities. Many existing
studies (including my own) used external economies to model the phenomena discussed in this paper,
while maintaining the other assumptions of the neoclassical paradigm; see, for example, Arthur
(1990), Ethier (1982b), Krugman (1981, 1987), Matsuyama (1992d), and Young (1991) for
international and interregional inequalities and industrial localization; Azariadis and Drazen (1990),
Durlauf (1993) and Matsuyama (1991) for underdevelopment traps; Lucas (1988, 1993), Romer
(1986), and Stokey (1991) for sustainable growth. Howitt and McAfee (1992) and Mortensen (1989,
1991) also rely on pure externalities to generate business cycles in search models. Even some
monopolistic competition models, such as the knowledge-driven models of sustainable growth
discussed in Section 4.C., rely on pure technological externalities. Pure technological externalities
resulting from knowledge spillovers are surely important in explaining some of these phenomena. But
at the same time, assuming cxternalities in the standard paradigm would be viewed as a cheap way
of generating complementarities. Krugman (1991), for example, argues against relying too much on
assuming pure externalitics. My own view on this matter is that models with pure externalities are
often useful and convenient for exploring the consequences of complementarities, but should be
taken at most as a reduced form that is meant to capture some underlying mechanism generating
complementarities. Any result, particularly on the effects of policies, needs to be interpreted with
great caution. For any change in the environment might also affect the nature of complementarities

itself, as illustrated by a couple of examples in this paper.
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