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Overview

You enter a famous casino in Las Vegas and you are facing several slot

machines (bandits with one arm). The probability of winning for each slot

machine is unknown, and you need to choose which slot machine to play

to maximize the expected sum of the rewards earned through a sequence of

arm pulls. How would you do that?

The theory of bandit models studies the sequential allocation of resources

(or efforts) between a number of competing projects. Examples include job

scheduling, random search problems, project selection, allocation of treat-

ments in clinical trials, employment decisions and, of course, gambling.

Since their first appearance in the 1950s, bandit models have received in-

credible attention from researchers in statistics, management sciences, eco-

nomics and computer sciences. This Ph.D. seminar covers the basics of

the bandit framework, several classical results, as well as some more recent

approaches.

List of Topics
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- Gittins, J. C., Glazebrook, K. D., and Weber, R. (2011). Multi-armed

bandit allocation indices. John Wiley & Sons, Ltd., Chichester

2. Markovian bandits II: optimality of the Gittins index
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tion of experiments. Monographs on Statistics and Applied Probability.

Chapman & Hall, London
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3. Stochastic bandits: regret analysis

Further readings:

- Robbins, H. (1952). Some aspects of the sequential design of experi-

ments. Bull. Amer. Math. Soc., 58:527–535
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4. Stochastic bandits: probably-approximately-correct analysis
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