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A Sample Selection

Each observation in our sample reports, for a given product on a given day, (i) the sales quantity, (ii) the wholesale price, (iii) the retail price, (iv) the current price discount, (v) the store’s start-of-day inventories, (vi) the DC’s start-of-day inventories, (vii) the store-to-DC orders, and (viii) the DC-to-store shipments. We keep a product in our sample if (i) it has at least 500 observations; (ii) at least 4\% of its observations have a positive store-to-DC order; (iii) at least 4\% of its observations have a positive DC-to-store shipment; (iv) at least 2\% of its observations have a positive vendor-to-DC shipment; (v) at least 8\% of its observations have a store inventory level change; (vi) at least 6\% of its observations have a DC inventory level change; (vii) at least 80\% of its shipments arrive within a day; and (viii) it is stored at the DC rather than cross-docked. The first six conditions ensure we have enough variation in our state variables to estimate our state transition probabilities, and the last two ensure that the product fits our empirical model (recall that we specified a one-day shipping lead time to curtail the number of required state variables).
B Proposition Proofs

**Proposition 1**: We show that the representative store finds it optimal to follow policy \( \rho \) when the \( N - 1 \) other stores also follow \( \rho \), and \( N \) is sufficiently large. We restrict ourselves to the \( u_0 > N(\omega - 1) \) case; the \( u_0 \leq N(\omega - 1) \) case is similar, except its inventory run occurs at time zero. We also restrict ourselves to the \( \frac{\eta}{\eta + \mu} \leq \left( \frac{\alpha \tau}{1 + \alpha \tau} \right)^2 \) case to ensure \( \omega \) is at least two, the minimum amount for there to be an inventory run.

First, we show that the representative store’s optimal order-up-to level is a deterministic function of the DC inventory level. Following \( \rho \), the other stores each hold (i) one unit of inventory when the DC has more than \( N(\omega - 1) \) units; (ii) \( \omega \) units of inventory when the DC has between one and \( N(\omega - 1) \) units; and (iii) an irrelevant amount of inventory when the DC has zero units (when the DC is stocked out, the other stores’ inventories are moot). Hence, the other stores’ inventory levels are either (i) extraneous (when the DC is stocked out) or (ii) a deterministic function of the DC inventory level (when the DC isn’t stocked out). So the DC inventory level characterizes the state of the system, from the representative store’s perspective.

Second, we define \( \omega \). At any time, the representative store’s aggregate future demand has a geometric distribution with mean \( \alpha \tau \), probability mass function \( \phi_{\alpha \tau} \), and inverse cumulative distribution function \( \Phi_{-\alpha \tau}^{-1} \). (Note, mixing a Poisson with an exponential yields a geometric random variable.) Thus, the store’s expected cost when it has \( i \) units of inventory and the DC has none is

\[
\pi(i) = \eta \sum_{d=0}^{i} (i - d) \phi_{\alpha \tau}(d) + \mu \sum_{d=1}^{\infty} (d - i) \phi_{\alpha \tau}(d)
\]

\[
= \eta (i - \alpha \tau) + \mu \frac{\alpha \tau}{1 + \alpha \tau}^i.
\]

The newsvendor solution implies that \( \pi \) is minimized at \( \Phi_{-\alpha \tau}^{-1}(\frac{\mu}{\mu + \eta}) = \text{floor} \left( \frac{\ln \left( \frac{\eta}{\mu + \eta} \right)}{\ln \left( \frac{\alpha \tau}{1 + \alpha \tau} \right)} \right) = \omega \).

Third, we establish that the representative store holds one unit of inventory when the DC has more than \( N(\omega - 1) \) units. The \( \frac{\eta}{\eta + \mu} \leq \left( \frac{\alpha \tau}{1 + \alpha \tau} \right)^2 \) regularity condition ensures that the store always carries at least one unit of inventory. And the store doesn’t carry more than one unit because it’s guaranteed access to \( \omega \) units—the newsvendor-optimal amount—as soon as the DC inventory no longer exceeds \( N(\omega - 1) \) units (i.e., at the moment of the inventory run). Thus, hoarding inventory when the DC has more than \( N(\omega - 1) \) units increases expected inventory-overage costs without
decreasing expected inventory-underage costs.

Fourth, we establish that the representative store joins the inventory run when $N$ is large, ordering up to $\omega$ as soon as the DC inventory dips below $N(\omega - 1) + 1$ units. If the representative store doesn’t join the run, then immediately after the run, (i) the representative store has one unit of inventory; (ii) the DC has $\omega - 1$ units of inventory; and (iii) the other stores each have $\omega$ units of inventory. And the other stores thereafter synchronize their orders with their sales, so that they deplete the DC’s stock one unit at a time. Since the DC’s inventory decrements gradually, the representative store will not hold more than one unit of inventory until it is ready to inherit the entire DC supply: as long as the DC offers inventory, the other stores will consume it, so the representative store must claim every unit to claim the marginal unit. Thus, the representative store holds one unit of inventory until the upstream inventory level reaches some threshold $u \leq \omega - 1$, at which point it orders $u$. In this case, the representative store’s expected cost is

$$\pi_N(u) = \left( \frac{N\alpha \tau}{1 + N\alpha \tau} \right)^{\omega - u - 1} \pi(u + 1) + \left( 1 - \left( \frac{N\alpha \tau}{1 + N\alpha \tau} \right)^{\omega - u - 1} \right) \eta,$$

where $\left( \frac{N\alpha \tau}{1 + N\alpha \tau} \right)^{\omega - u - 1}$ is the probability of the representative store depleting the DC inventory before the product goes obsolete, $\pi(u + 1)$ is the expected cost of holding $u + 1$ units of inventory when the DC stocks out, and $\eta$ is the cost of holding one unit of inventory when the product becomes obsolete. Note, $\pi_N(u)$ converges with $N$ to $\pi(u + 1)$, which takes its minimum value at $u = \omega - 1$. So ordering $\omega - 1$ at the moment of the inventory run is optimal for sufficiently large $N$.

**Proposition 2.** When $u_0 \leq N\omega$, there is an inventory run at time zero. When $u_0 > N\omega$, there is an inventory run when the stores sell at least $u_0 - N\omega$ units in aggregate. The probability of at least $u_0 - N\omega \geq 0$ demand realizations before the product goes obsolete is $\left( \frac{N\alpha \tau}{1 + N\alpha \tau} \right)^{u_0 - N\omega}$.

**Proposition 3.** Each store holds $\omega$ units of inventory immediately after the inventory run. Thus, each store has expected cost $\pi(\omega)$, conditional on there being an inventory run. In contrast, if the stores continued to follow the globally optimal policy of carrying one unit of inventory while supplies last, they would each have expected cost $\left( \frac{N\alpha \tau}{1 + N\alpha \tau} \right)^{N(\omega - 1)} \pi(1) + \left( 1 - \left( \frac{N\alpha \tau}{1 + N\alpha \tau} \right)^{N(\omega - 1)} \right) \eta$,
where \((\frac{N\alpha\tau}{1+N\alpha\tau})^{N(\omega-1)}\) is the probability of the DC stocking out before the part goes obsolete, 
\((1 - (\frac{N\alpha\tau}{1+N\alpha\tau})^{N(\omega-1)})\) is the the probability of the part going obsolete before the DC stocks out, 
\(\pi(1)\) is the expected cost when the DC stocks out before the part goes obsolete, and \(\eta\) is the expected cost when the part goes obsolete before the DC stocks out. Thus, an inventory run increases each store’s expected cost by the following amount:

\[
\pi(\omega) - \left(\frac{N\alpha\tau}{1+N\alpha\tau}\right)^{N(\omega-1)} \pi(1) - \left(1 - \left(\frac{N\alpha\tau}{1+N\alpha\tau}\right)^{N(\omega-1)}\right) \eta \\
= \eta(\omega - 1 - \alpha\tau) + (\mu + \eta)(\frac{\alpha\tau}{1 + \alpha\tau})^\omega + \left(\frac{N\alpha\tau}{1+N\alpha\tau}\right)^{N(\omega-1)} \left(\frac{\alpha\tau}{1 + \alpha\tau}\right)(\eta - \mu\alpha\tau) \\
\geq \eta(\omega - 1 - \alpha\tau) + (\mu + \eta)(\frac{\alpha\tau}{1 + \alpha\tau})^\omega + \left(\frac{\alpha\tau}{1 + \alpha\tau}\right)^{(\omega-1)} \left(\frac{\alpha\tau}{1 + \alpha\tau}\right)(\eta - \mu\alpha\tau) \\
= \eta\omega - \eta(1 + \alpha\tau) \left(1 - \left(\frac{\alpha\tau}{1 + \alpha\tau}\right)^\omega\right). 
\]

This last expression is strictly positive for \(\omega \geq 2\) because (i) it is zero when \(\omega = 1\); (ii) its derivative with respect to \(\omega\) is positive when \(\omega = 1\); and (iii) its second derivative with respect to \(\omega\) is always positive.

**Proposition 4** To simplify the notation, I assume that (i) the DC fulfills all orders promptly, (ii) demand never exceeds \(D\), and (iii) there exists order quantity \(q_0\) such that \(q_0 \in q\), \(2q_0 \in q\), and \(3q_0 \in q\). Relaxing these assumptions is cumbersome but straightforward.

**Arcidiacono and Miller**’s (2011) first theorem implies

\[
\nu(x) = \pi(q|x) - \xi(q|x) + \beta \sum_{x' \in x} \delta(x'|x,q) \left(\pi(q'|x') - \xi(q'|x') + \beta \sum_{x'' \in x'} \delta(x''|x',q')\nu(x'')\right)
\]

for all \(\{q,q'\} \in q^2\). This implies

\[
\pi(q_1|x) - \xi(q_1|x) + \beta \sum_{x' \in x} \delta(x'|x,q_1) \left(\pi(q_1'|x') - \xi(q_1'|x') + \beta \sum_{x'' \in x'} \delta(x''|x',q_1')\nu(x'')\right) \\
= \pi(q_2|x) - \xi(q_2|x) + \beta \sum_{x' \in x} \delta(x'|x,q_2) \left(\pi(q_2'|x') - \xi(q_2'|x') + \beta \sum_{x'' \in x'} \delta(x''|x',q_2')\nu(x'')\right)
\]

\footnote{Note, our \(\frac{\eta}{\eta - \mu\alpha\tau} \leq \left(\frac{\alpha\tau}{1 + \alpha\tau}\right)^2\) regularity condition guarantees that \(\eta - \mu\alpha\tau\) is negative.}
for all \( \{q_1, q'_1, q_2, q'_2\} \in q^4 \). This equation simplifies to

\[
\lambda + \xi(0|x) - \xi(q_0|x) + \beta \eta q_0 + \beta \sum_{x' \in \mathbb{X}} \left( \delta(x'|x, 0)\xi(2q_0|x') - \delta(x'|x, q_0)\xi(q_0|x') \right) = 0
\]

when \( i = D, q_1 = q_0, q'_1 = q_0, q_2 = 0, \) and \( q'_2 = 2q_0 \), and to

\[
\lambda + \xi(0|x) - \xi(2q_0|x) + \beta \eta 2q_0 + \beta \sum_{x' \in \mathbb{X}} \left( \delta(x'|x, 0)\xi(3q_0|x') - \delta(x'|x, q_0)\xi(q_0|x') \right) = 0
\]

when \( i = D, q_1 = 2q_0, q'_1 = q_0, q_2 = 0, \) and \( q'_2 = 3q_0 \). These two equations identify \( \lambda \) and \( \eta \). Once we’ve pinned down these parameters, we can use a similar trick to identify \( \mu \).
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