Waiving DECS 433 vs. enrolling in DECS 445

This document provides a spartan outline of things that students who emerge from DECS 433 are supposed to have mastered. It cannot convey the full depth and richness of how these ideas should inform decision making in the face of uncertainty. This outline coupled with the sample waiver/diagnostic test should help you decide whether you should waive DECS 433 or enroll in 445.

If you feel that you are familiar with items 1-5 on this list and did well on the on-line test then you should consider waiving DECS 433. 

If you are familiar with items 1 and 2 only and did well on the on-line test then you should consider taking the diagnostic test to qualify for DECS 445.

1.
The Basics
The basic rules of probability:

Pr(A) + Pr(not-A) = 1;  Pr(A and B) + Pr(A and not-B) = Pr(A)

Pr(A or B) = 1 – Pr(not-A and not-B)

Pr(A or B) = Pr(A) + Pr(B) – Pr(A and B)

The basic rules of conditional probability:

Definition: Pr(A|B) = Pr(A and B) / Pr(B)

Pr(A and B) = Pr(A)(Pr(B|A);  when A and B are independent, Pr(A and B) = Pr(A)(Pr(B)

Pr(A and B and C) = Pr(A)(Pr(B|A)(Pr(C|A and B), and so on

Pr(A) = Pr(A|B1) ( Pr(B1) + … + Pr(A|Bk) ( Pr(Bk), when B1, …, Bk are disjoint and exhaustive

Bayes’ Rule, and Bayesian Updating

The basic rules of expectation:

E[aX+b] = a(E[X] + b

E[X+Y] = E[X] + E[Y]

E[X] = E[X|B1](Pr(B1) + … + E[X|Bk](Pr(Bk), when B1,…, Bk are disjoint and exhaustive

E[XY] = E[X](E[Y],  if X and Y are independent

The basic rules of variability:

Definitions: Var(X) = E[X2] - (E[X])2 = E[(X-E[X])2];  StDev(X) = (Var(X)

Var(aX+b) = a2 Var(X);   StDev(aX+b) = |a| StDev(X)

Var(X+Y) = Var(X) + Var(Y) + 2 Cov(X,Y)

Definition: Cov(X,Y) = E[XY] - E[X](E[Y] = E[ (X-E[X]) ( (Y-E[Y]) ]

Cov(aX+b,cY+d) = ac(Cov(X,Y)

Definition: Corr(X,Y) = Cov(X,Y) / ( StDev(X) ( StDev(Y) )

If  X, X1, …, Xn  are independent and identically distributed:

E[X1+…+Xn] = n-E[X]

Var(X1+…+Xn) = n-Var(X);  StDev(X1+…+Xn) = (n ( StDev(X), 

Var( (X1+…+Xn) / n ) = Var(X) / n;  StDev( (X1+…+Xn) / n ) = StDev(X) / (n

Special distributions:

Binomial: If n independent trials each have probability p of being a “success,” then the expected number of successes is np.

Geometric: If successive independent trials each have probability p of being a “success,” then the expected number of trials up to and including the first success is 1/p.

Normal: Fully determined by ( and (. Appears in many settings due to the Central Limit Theorem. Sums, differences, and linear transformations of normally-distributed random variables are normally distributed.

2.
Spreadsheet skills
Spreadsheet functions
=IF, =MAX, =MIN

=AND, =OR

=SUM, =COUNT, =AVERAGE, =PRODUCT

=SUMIF, =COUNTIF 

=SUMPRODUCT

=COMBIN, =FACT

=LOOKUP

=BINOMDIST, =NORMDIST, =NORMINV

=RAND, =RANDBETWEEN

Spreadsheet tools

Data Table command

Solver

Simulation skills
=IF(RAND()<=p,1,0) simulates an event with probability p

=NORMINV(RAND(),mu,sigma) simulates a normally-distributed random variable

Familiarity with accumulating the results of spreadsheet simulation

3.
Decision Trees

Know how to construct and prune decision trees.

Determine the value of information.

4.
Key concepts
The central limit theorem and its implications for risk management.

Knowing the difference between independent and dependent events why it matters.

Understand risk aversion and utility maximization

Understand that the policy ( that maximizes E[ f(X, () ] (i.e., a “good” policy) is not necessarily – indeed, is usually not – the policy ( that maximizes f(E[X], (). In words: The policy that would be optimal in the “expected” world is typically not the optimal policy.

Know what Adverse selection is and recognize when it is present.

5.
Key applications
The role of diversification in risk management.

Valuing the option to both delay a decision as well as accelerate it.

Adverse selection in insurance, employment and procurement.

How variability impacts decisions about sourcing and retention for example.

When is information correctly aggregated?

