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1 Introduction

Consider the problem of the head of an organization — say, a dean — who has an
indivisible resource (say, a job slot) that can be allocated to any of several divisions
(departments) within the organization (university). Naturally, the dean wishes to allocate
this slot to that department which would fill the position in the way which best promotes
the interests of the university as a whole. Each department, on the other hand, would
like to hire in its own department and puts less, perhaps no, value on hires in other
departments. The problem faced by the dean is made more complex by the fact that each
department has much more information regarding the availability of promising candidates
and the likelihood that these candidates will produce valuable research, teach well, and
more generally be of value to the university.

The standard mechanism design approach to this situation would construct a mech-
anism whereby each department would report its type to the dean. Then the slot would
be allocated and various monetary transfers made as a function of these reports. The
drawback of this approach is that the monetary transfers between the dean and the
departments are assumed to have no efficiency consequences. In reality, the monetary
resources each department has is presumably chosen by the dean in order to ensure that
the department can achieve certain goals the dean sees as important. To take back such
funds as part of an allocation of a job slot would undermine the appropriate allocation
of these resources. In other words, such monetary transfers are part of the overall al-
location of all resources within the university and hence do have important efficiency
consequences. We focus on the admittedly extreme case where no monetary transfers are
possible at all.

Of course, without some means to ensure incentive compatibility, the dean cannot
extract any information from the departments. In many situations, it is natural to assume
that the head of the organization can demand to see documentation which proves that
the division or department’s claims are correct. Processing such information is costly,
though, to the dean and departments and so it is optimal to restrict such information
requests to the minimum possible.

Similar problems arise in areas other than organizational economics. For example,
governments allocate various goods or subsidies which are intended not for those willing
and able to pay the most but for the opposite group. Hence allocation mechanisms based
on auctions or similar approaches cannot achieve the government’s goal, often leading to
the use of mechanisms which rely instead on some form of verification instead.?

!Banerjee, Hanna, and Mullainathan (2011) give the example of a government that wishes to allocate
free hospital beds. Their focus is the possibility that corruption may emerge in such mechanisms where
it becomes impossible for the government to entirely exclude willingness to pay from playing a role in
the allocation. We do not consider such possibilities here.



As another example, consider the problem of choosing which of a set of job applicants
to hire for a job with a predetermined salary. Each applicant wants the job and presents
claims about his qualifications for the job. The person in charge of hiring can verify these
claims but doing so is costly.

We characterize optimal mechanisms for such settings, considering both Bayesian and
ex post incentive compatibility. We construct a mechanism which is optimal under either
approach and which has a particularly simple structure which we call a favored—agent
mechanism. There is a threshold value and a favored agent, say i. If all agents other
than ¢ report a value for the resource below the threshold, then the resource goes to the
favored agent and no documentation is required. If some agent other than i reports a
value above the threshold, then the agent which reports the highest value is required to
document its claims. This agent receives the resource if his claims are verified and the
resource goes to any other agent otherwise. We also give a variety of comparative statics.
In particular, we show that an agent is more likely to be the favored agent the higher
is his cost of being verified, the “better” is his distribution of values, and the less risk
is his distribution of values. We also show that the mechanism is, in a sense, almost a
dominant strategy mechanism.

Literature review. Townsend (1979) initiated the literature on the principal-agent model
with costly state verification. These models differ from what we consider in that there is
only one agent and monetary transfers are allowed. In this sense, one can see our work
as extending the costly state verification framework to multiple agents when monetary
transfers are not possible. See also Gale and Hellwig (1985), Border and Sobel (1987),
and Mookherjee and Png (1989). Our work is also related to Glazer and Rubinstein
(2004, 2006), particularly the former which can be interpreted as model of a principal
and one agent with limited but costless verification and no monetary transfers. Finally,
it is related to the literature on mechanism design and implementation with evidence
— see Green and Laffont (1986), Bull and Watson (2007), Deneckere and Severinov
(2008), Ben-Porath and Lipman (2011), Kartik and Tercieux (2011), and Sher and Vohra
(2011). With the exception of Sher and Vohra, these papers focus more on general issues
of mechanism design and implementation in these environments rather than on specific
mechanisms and allocation problems. Sher and Vohra do consider a specific allocation
question, but it is a bargaining problem between a seller and a buyer, very different from
what is considered here.

The remainder of the paper is organized as follows. In the next section, we present
the model. Section 3 contains the characterization of the class of optimal Bayesian incen-
tive compatible mechanisms, showing that the favored—agent mechanism is an optimal
mechanism. We show that the favored—agent mechanism also satisfies ex post incentive
compatibility and hence is also an optimal ex post incentive compatible mechanism. Sec-
tion 3 also contains comparative statics and discusses other properties of the mechanism.



In Section 4, we sketch the proof of optimality of our mechanism and discuss several
other issues. Section 5 concludes. Proofs not contained in the text are in the Appendix.

2 Model

The set of agents is Z = {1,...,I}. There is a single indivisible good to allocate among
them. The value to the principal of assigning the object to agent ¢ is t; where ¢; is
private information of agent 7. The value to the principal of assigning the object to no
one is normalized to zero. We assume that the ¢;’s are independently distributed. The
distribution of ¢; has a strictly positive density f; over the interval T; = [t;,t;] where
0 <t <t; <oo. (All results extend to allowing the support to be unbounded above.)
We use F; to denote the corresponding distribution function. Let T" = []; T;.

The principal can check the type of agent i at a cost ¢; > 0. We interpret checking
as requiring documentation by agent ¢ to demonstrate what his type is. If the principal
checks some agent, she learns that agent’s type. The cost ¢; is interpreted as the direct
cost to the principal of reviewing the information provided plus the costs to the principal
associated with the resource cost to the agent of providing this documentation. The costs
to the agent of providing documentation is zero. To understand this, think of the agent’s
resources as used for activities which are either directly productive for the principal or
which provide information for checking claims. The agent is indifferent over how these
resources are used since they will be used in either case. Thus by directing the agent
to spend resources on providing information, the principal loses some output the agent
would have produced with the resources otherwise while the agent’s utility is unaffected.?
In Section 4, we show one way to generalize our model to allow agents to bear some costs
of providing documentation which does not change our results qualitatively.

We assume that every agent strictly prefers receiving the object to not receiving
it. Consequently, we can take the payoff to an agent to be the probability he receives
the good. The intensity of the agents’ preferences plays no role in the analysis, so
these intensities may or may not be related to the types.> We also assume that each
agent’s reservation utility is equal to his utility from not receiving the good. Since
monetary transfers are not allowed, this is the worst payoff an agent could receive under

20ne reason this assumption is a convenient simplification is that dropping it allows a “back door”
for transfers. If agents bear costs of providing documentation, then the principal can use threats to
require documentation as a way of “fining” agents and thus to help achieve incentive compatibility. This
both complicates the analysis and indirectly introduces a form of the transfers we wish to exclude.

3In other words, suppose we let the payoff of i from receiving the good be ;(t;) and let his utility
from not receiving it be w;(¢;) where @;(¢;) > u;(t;) for all ¢ and all ¢;. Then it is simply a renormalization
to let u;(t;) =1 and u;(t;) = 0.



a mechanism. Consequently, individual rationality constraints do not bind and so are
disregarded throughout.

In its most general form, a mechanism can be quite complex, allowing the principal to
decide which agents to check as a function of the outcome of previous checks and cheap
talk statements for multiple stages before finally allocating the good or deciding to not
allocate it at all. Without loss of generality, we can restrict attention to truth telling
equilibria of mechanisms where each agent sends a report of his type to the principal
who is committed to (1) a probability distribution over which agents (if any) are checked
as a function of the reports and (2) a probability distribution over which agent (if any)
receives the good as a function of the reports and the outcome of checking. To see this,
fix a dynamic mechanism and any equilibrium. The equilibrium defines a function from
type profiles into probability distributions over outcomes. More specifically, an outcome
is a sequence of checks and an allocation of the good (perhaps to no one). Replace
this mechanism with a direct mechanism where agents report types and the outcome (or
distribution over outcomes) given a vector of type reports is what would happen in the
equilibrium if this report were true. Clearly, just as in the usual Revelation Principle,
truth telling is an equilibrium of this mechanism and this equilibrium yields the same
outcome as the original equilibrium in the dynamic mechanism. We can replace any
outcome which is a sequence of checks with an outcome where exactly these checks are
done simultaneously. All agents and the principal are indifferent between these two
outcomes. Hence the altered form of the mechanism where we change outcomes in this
way also has a truth telling equilibrium and yields an outcome which is just as good for
the principal as the original equilibrium of the dynamic mechanism.

Given that we focus on truth telling equilibria, all situations in which agent i’s report
is checked and found to be false are off the equilibrium path. The specification of the
mechanism for such a situation cannot affect the incentives of any agent j # ¢ since
agent 7 will expect i’s report to be truthful. Thus the specification only affects agent
i’s incentives to be truthful. Since we want ¢ to have the strongest possible incentives
to report truthfully, we may as well assume that if ¢’s report is checked and found to be
false, then the good is given to any agent j # ¢ with probability 1. Hence we can further
reduce the complexity of a mechanism to specify which agents are checked and which
agent receives the good as a function of the reports, where the latter applies only when
the checked reports are accurate.

Finally, it is not hard to see that any agent’s incentive to reveal his type is unaffected
by the possibility of being checked in situations where he does not receive the object
regardless of the outcome of the check. That is, if an agent’s report is checked even when
he would not receive the object if found to have told the truth, his incentives to report
honestly are not affected. Since checking is costly for the principal, this means that the
principal either checks the agent she is giving the object to or no agent.



Therefore, we can think of the mechanism as specifying two probabilities for each
agent: the probability he is awarded the object without being checked and the probability
he is awarded the object conditional on a successful check. Let p;(t) denote the overall
probability ¢ is assigned the good and ¢;(t) the probability i is assigned the good and
checked. In light of this, we define a mechanism to be a 27 tuple of functions, (p;, ¢i)icz
where p; : T — [0,1], ¢; : T — [0,1], Yy pi(t) < 1forallt € T, and ¢;(t) < p;(t) for all
i € Z and all t € T. Henceforth, with the exception of some discussion in Section 4, the
word “mechanism” will be used only to denote such a tuple of functions.

The incentive compatibility constraint for ¢ is then
E, pi(t) > E;_, [pi(fz‘,t—z‘) - Qi(fut—i)] , Vit €Ty, Viel.

The principal’s objective function is

E, > (i)t — qi(t)c:)

)

We will also characterize the optimal ex post incentive compatible mechanism. It is
easy to see that the reduction arguments above apply equally well to the ex post case.
For ex post incentive compatibility, then, we can write the mechanism the same way. In
this case, the objective function is the same, but the incentive constraints become

pi(t) > piltit_y) — qi(ti,ty), Vi t; €Ty, Vi, €T, Viel.

Of course, the ex post incentive constraints are stricter than the Bayesian incentive
constraints.

3 Results

In this section, we show two main results. First, every optimal mechanism takes the
form of what we call a threshold mechanism. Second, there is always an optimal mecha-
nism with the more specific form of a favored—agent mechanism. We also give a simple
characterization of the optimal favored—agent mechanism.

More specifically, we say that M is a threshold mechanism if there exists a threshold
v* € R, such that the following holds up to sets of measure zero. First, if there exists
any @ with t; — ¢; > v*, then p;(t) = 1 for that ¢ such that ¢; — ¢; > max;4(t; — ¢;).
Second, for any t, if t; — ¢; < v*, then ¢;(t) = 0 for all i and p;(t;) = minyg ey, pi(t;). In
other words, no agent with a “value” — that is, ¢;, — ¢; — below the threshold can get
the object with more than his lowest possible interim probability of receiving it. Such



an agent is not checked. On the other hand, if any agent reports a “value” — that is,
t; — ¢; — above the threshold, then the agent with the highest reported value receives
the object.

Theorem 1. Every Bayesian optimal mechanism is a threshold mechanism.

Section 4 contains a sketch of the proof of this result.

We say that M is a favored—agent mechanism if there exists a favored agent i* € T
and a threshold v* € R, such that the following holds. First, if ¢; — ¢; < v* for all
i # 1%, then p;(t) = 1 and ¢;(t) = 0 for all i. That is, if every agent other than the
favored agent reports a value below the threshold, then the favored agent receives the
object and no agent is checked. Second, if there exists j # ¢* such that t; — ¢; > v*
and t; — ¢; > maxy,;(ty — c), then p;(t) = ¢;(t) = 1. That is, if any agent other than
the favored agent reports a value above the threshold, then the agent with the highest
reported value (regardless of whether he is the favored agent or not) is checked and, if
his report is verified, receives the good.

To see that a favored—agent mechanism is a special case of a threshold mechanism,
consider a threshold mechanism with the property that minycr, pi(t;) = 0 for all ¢ # i
and miny et P (ti-) = [Tz F5(v* +¢;). In this case, if any agent ¢ # ¢* has t; —¢; < v*,
he Teceives the object with probability 0, just as in the favored—agent mechanism. On
the other hand, the favored agent receives the object with probability at least equal to
the probability that all other agents have values below the threshold.

Theorem 2. There always exists a Bayesian optimal mechanism which is a favored—agent
mechanism.

We complete the specification of the optimal mechanism by characterizing the optimal
threshold and the optimal favored agent. When the type distributions and verification
costs are the same for all i, of course, the principal is indifferent over which agent is
favored. In this case, the principal may also be indifferent between a favored-agent
mechanism and a randomization over favored—agent mechanisms with different favored
agents. Loosely speaking, this is “nongeneric” in the sense that it requires a very specific
relationship between the type distributions and verification costs. “Generically,” there is
a unique optimal favored agent.

For each ¢, define ¢} by
E(t;) = E(max{t;,t'}) — ¢;. (1)
It is easy to show that ¢} is well-defined. To see this, let
i (t") = E(max{t;, t*}) — ¢;.

6



Clearly, ¥;(t;) = E(t;) — ¢; < E(t;). For t* > t;, 1; is strictly increasing in ¢t* and goes to
infinity as t* — oco. Hence there is a unique ¢} > ¢;.*

It will prove useful to give two alternative definitions of ¢;. Note that we can rearrange
the definition above as

t
t,

or

C.
ti=Elt; | t; <t L 2
P = Elt |6 <t + s 2)

Finally, note that we could rearrange the next-to-last equation as

tr t;
G =t - [ty dt = [ R
t. t

=1 =1

So a final definition of ¢} is

We say that i is not isolated if

t; — ¢ €int <U[tj —cj,t; — cj]) .

J#

Intuitively, this property says only that there are values of ¢; — ¢;, j # 4, which have
positive probability and are “just above” ¢! — ¢; and similarly some which are “just
below.”

Theorem 3. If ¢ is the favored agent, then ti — c; is an optimal threshold. If i is not
isolated, then tf — c; is the uniquely optimal threshold. When there are multiple optimal
thresholds, all optimal thresholds give the same allocation and checking probabilities.

Proof. For notational convenience, let 1 be the favored agent. Contrast the principal’s
payoff to thresholds 7 — ¢; and 9* > ¢] — ¢;. Let t denote the profile of reports and let
x be the highest ¢; — ¢; reported by one of the other agents. Then the principal’s payoff
as a function of the threshold and x is given by

r<ti—a <0 | - <x<0" |- <V <z
i — E(tq) Emax{t; — ¢;, 2} | Emax{t; — ¢y, 2}
0* E(tq) E(ty) Emax{t; — ¢y, x}

“Note that if we allowed ¢; = 0, we would have t* = ¢,. This fact together with what we show below
implies the unsurprising observation that if all the costs are zero, the principal always checks the agent
who receives the object and gets the same payoff as under complete information.

7



To see this, note that if x < t] — ¢; < 0%, then the principal gives the object to agent 1
without a check using either threshold. If {7 — ¢; < ©* < z, then the principal give the
object to either 1 or the highest of the other agents with a check and so receives a payoff
of either t; —c; or x, whichever is larger. Finally, if ] —c¢; < & < 0%, then with threshold
t} — c1, the principal’s payoff is the larger of ¢; — ¢; and x, while with threshold v*, she
gives the object to agent 1 without a check and has payoff E(¢;). Note that x > ¢} — ¢;
implies

Emax{t1 — Cl,l’} > Emax{t1 — Cl,ti — Cl} = Emax{tl,tf} —C = E(tl)

Hence given that 1 is the favored agent, the threshold ¢; — ¢y is better than any larger
threshold. This comparison is strict for every v* > ¢7 — ¢; if for every such v*, there is a
strictly positive probability that there is some j with ¢} —¢; < t; — ¢; < 0*. A similar
argument shows the threshold ¢ — ¢; is better than any smaller threshold, strictly so if
for every v* < 1] — ¢, there is a strictly positive probability that there is some j with
V' <t; —c; <t} —c <tj —cj. Thus t] — ¢; is always optimal and is uniquely optimal
under the condition stated.

Finally, note that the only time that ¢; — ¢; is not strictly better for the principal
than v* is when the middle column of the table above has zero probability and hence the
allocation of the good and checking probabilities are the same whether ¢ — ¢; or v* is
the threshold. |

Theorem 4. The optimal choice of the favored agent is any i with t; —c; = max; t; —¢;.

Proof. For notational convenience, number the agents so that 1 is any ¢ with ¢ —¢; =
max; t;f —¢; and let 2 denote any other agent so ¢t — ¢; > t5 — cy. First, we show that
the principal must weakly prefer having 1 as the favored agent at a threshold of 5 — ¢y
to having 2 as the favored agent at this threshold. If t7 — ¢; = t§ — ¢y, this argument
implies that the principal is indifferent between having 1 and 2 as the favored agents, so
we then turn to the case where t] — ¢; > t5 — c; and show that it must always be the
case that the principal strictly prefers having 1 as the favored agent at threshold 7 — ¢;
to favoring 2 with threshold ¢5 — co, establishing the claim.

So first let us show that it is weakly better to favor 1 at threshold 5 — ¢y than to
favor 2 at the same threshold. First note that if any agent other than 1 or 2 reports a
value above t} — ¢, the designation of the favored agent is irrelevant since the good will
be assigned to the agent with the highest reported value and this report will be checked.
Hence we may as well condition on the event that all agents other than 1 and 2 report
values below t5 — co. If this event has zero probability, we are done, so we may as well
assume this probability is strictly positive. Similarly, if both agents 1 and 2 report values
above t5 — ¢y, the object will go to whichever reports a higher value and the report will
be checked, so again the designation of the favored agent is irrelevant. Hence we can



focus on situations where at most one of these two agents reports a value above t — ¢,
and, again, we may as well assume the probability of this event is strictly positive.

If both agents 1 and 2 report values below t5 — co, then no one is checked under
either mechanism. In this case, the good goes to the agent who is favored under the
mechanism. So suppose 1’s reported value is above 5 — ¢y and 2’s is below. If 1 is the
favored agent, he gets the good without being checked, while he receives the good with
a check if 2 were favored. The case where 2’s reported value is above t5 — co and 1’s is
below is symmetric. For brevity, let t, = t5 — ca + c1. Note that 1’s report is below the
threshold iff ¢t; — ¢; < t5 — ¢y or, equivalently, t; < t1. Given the reasoning above, we see
that under threshold ¢ — ¢y, it is weakly better to have 1 as the favored agent if

Fl(l?l)FQ(t;)E{tl ‘ t1 < 1?1] + [1 — Fl(l?l)]F2<t;)E[t1 ‘ t1 > 1?1]
+Fi(t)[1 = B(t)]{E[t: | ta > 5] — o}
> Fi(t)Ba(ty)Elts |t < 5] + [1 — Fi(f)]Fa(t5) {Efts |t > 4] — a1}
+ Fy(t)[1 — Fa(t)|E[ty | ty > t3).
If Fy(f;) = 0, then this equation reduces to
FQ(t;)E[tl | t1 > Zgﬂ > Fg(t;) {E[tl | t1 > 7?1] — Cl} s

which must hold. If F(;) > 0, then we can rewrite the equation as

C1 C2
7A—012Et2 tQSt*_’_i*_CQ.
Fl(tl) [ | 2] FQ(tQ)

From equation (2), the right-hand side equation (4) is t5 — ¢o. Hence we need to show

Elt, | t; < f]+

~ C
Elty [t <t 4+ — —c1 >t — e (4)

Fi(t) B
Recall that 5 — co < t] — ¢; or, equivalently, th < t7. Hence from equation (1), we have
E(tl) Z E[max{tl,fl}] — (1.

A similar rearrangement to our derivation of equation (2) yields

&

Elt, | t1 < ]+ —— > 1.
Fi(t7)
Hence c
Ety | <]+ ———c1>h—c =t5 — Co,
6 <Hl+ i —a zh—a=t-c

implying equation (4). Hence as asserted, it is weakly better to have 1 as the favored
agent with threshold t5 — ¢, than to have 2 as the favored agent with this threshold.

9



Suppose that ¢t — c¢; = t5 — c3. In this case, t, = t7. Since t; < t7, this implies
Fy(t;) > 0. Hence an argument symmetric to the one above shows that the principal
weakly prefers favoring 2 at threshold ¢; — ¢; to favoring 1 at the same threshold. Hence
the principal must be indifferent between favoring 1 or 2 at threshold ¢7 — ¢; =t — cs.

Given this, we may as well consider only the case where ¢t —c¢; > t5 — co. The
argument above is easily adapted to show that favoring 1 at threshold 5 — ¢y is strictly
better than favoring 2 at this threshold if the event that t; —c; < t5 —c; for every j # 1,2
has strictly positive probability. To see this, note that if this event has strictly positive
probability, then the claim follows iff

Fi(t)F(t3)E[t |t < 51] +[1- Fl(fl)]FQ(tg)E[tl |t > 51]
+ Fi(f1)[1 — Fa(t3)] {E[t2 | t2 > t5] — c2}
> Fi(t) Fa(t3)Elts | to < 3]+ [1 — Fi(£)]Fa(t3) {E[ts | t1 > 4] — 1}
+ Fy(1)[1 — Fo(t3)]E[tsy | ta > t3).

If F(£,) = 0, this holds iff Fy(t5)c; > 0. By assumption, ¢; > 0 for all 4. Also, t, < t3, s0
Fy(t3) > 0. Hence this must hold if Fy(f;) = 0. If Fy(£;) > 0, then this holds if equation

(4) holds strictly. It is easy to use the argument above and t} —¢; > t5 — ¢o to show that
this holds.

So if the event that ¢; —c¢; < t5 — ¢y for every j # 1, 2 has strictly positive probability,
the principal must strictly prefer having 1 as the favored agent to having 2. Suppose,
then, that this event has zero probability. That is, there is some j # 1,2 such that
t; —cj > t5 —cy. In this case, the principal is indifferent between having 1 as the favored
agent at threshold ¢5 — ¢, versus favoring 2 at this threshold. However, we now show that
the principal must strictly prefer favoring 1 with threshold ¢ — ¢; to either option and

thus strictly prefers having 1 as the favored agent.

To see this, recall from the proof of Theorem 3 that the principal strictly prefers
favoring 1 at threshold ¢ — ¢y to favoring him at a lower threshold v* if there is a positive
probability that v* < t; —¢; < t] — ¢; for some j # 1. Thus, in particular, the principal
strictly prefers favoring 1 at threshold ¢; —c; to favoring him at ¢5—c, if thereisa j # 1,2
with (t5 —co, 15 —c1) N (t; —¢;,t; —c¢;) # 0. From the above, we know there is a j # 1,2
with £; —c¢; > 15 — co. Also, t; —c¢j <t;—cj <] —c1. Hence t5 —cp <t; —¢; < 1] —cy,
completing the proof. |

Our characterization of the optimal favored agent and threshold makes it easy to give
comparative statics. Recall our third expression for ¢} which is

/ () dr = o (5)

)

10



Hence an increase in ¢; increases t;. Also, from our first definition of ¢}, note that t; —c¢; is
that value of v} solving E(t;) = Emax{t; — ¢;, v} }. Obviously for fixed v}, the right-hand
side is decreasing in ¢;, so t7 —¢; must be increasing in ¢;. Hence, all else equal, the higher
is ¢;, the more likely 7 is to be selected as the favored agent. To see the intuition, note
that if ¢; is larger, then the principal is less willing to check agent i’s report. Since the
favored agent is the one the principal checks least often, this makes it more desirable to
make 7 the favored agent.

It is also easy to see that a first—order or second—order stochastic dominance shift
upward in F; reduces the left-hand side of equation (5) for fixed ¢!, so to maintain the
equality, ¢f must increase. Therefore, such a shift makes it more likely than ¢ is the
favored agent and increases the threshold in this case. Hence both “better” (FOSD) and

“less risky” (SOSD) agents are more likely to be favored.

The intuition for the effect of a first—order stochastic dominance increase in ¢; is clear.
If agent ¢ is more likely to have high value, he is a better choice to be the favored agent.

The intuition for why less risky agents are favored is not as immediate. One way to
see the idea is to suppose that there is one agent whose type is completely riskless — i.e.,
is known to the principal. Obviously, there is no reason for the principal to check this
agent since his type is known. Thus setting him as the favored agent — the least likely
agent to be checked — seems natural.

We illustrate with two examples. First, suppose we have two agents where t; ~ U|0, 1],
to ~ U[0,2] and ¢; = ¢3 = ¢. It is easy to calculate t;. From equation (1), we have

E(t;) = Emax{t;, t;} —
For i =1, if ¢t} < 1, it must solve
/ tids + 13 ds —c
or Ly
S T
=2

This holds only if ¢ < 1/2 so that t] < 1. Otherwise, Emax{t,,t{} =t}, sot] = (1/2)+c¢

S0
. V2e, if c<1/2
L7 (1/2) + ¢, otherwise.

SO

A similar calculation shows that

. {2\/5, if <1
t2:

1+ ¢, otherwise.

11



It is easy to see that t5 > t] for all ¢ > 0, so 2 is the favored agent. The optimal threshold

value is
P e 2/c—c, ife<1
2767 1, otherwise.

Note that if 2y/c > 1, i.e., ¢ > 1/4, then the threshold value v* > 2\/c —¢ > 1 —c is
set so high that it is impossible to have t; — ¢ > v* since ¢; < 1 with probability 1. In
this case, the favored agent mechanism corresponds to simply giving the good to agent 2
independently of the reports. If ¢ € (0,1/4), then there are type profiles for which agent
1 receives the good, specifically those with ¢; > 24/c and t; > t,.

For a second example, suppose again we have two agents, but now t; ~ U[0, 1] for
1 =1,2. Assume ¢y > ¢; > 0. In this case, calculations similar to those above show that

= vV QCi, if C; S 1/2
“ 1 (1/2) 4+ ¢, otherwise
SO
t* C'_{ \/201'—07;7 1f02§1/2

i (1/2), otherwise.

It is easy to see that \/2¢; — ¢; is an increasing function for ¢; € (0,1/2). Thus if
c1 < 1/2, we must have t5 — co > t7 — ¢4, so that 2 is the favored agent. If ¢; > 1/2, then
t; — ¢y =t — co = 1/2, so the principal is indifferent over which agent should be favored.
Note that in this case, the cost of checking is so high that the principal never checks, so
that the favored agent simply receives the good independent of the reports. Since the
distributions of ¢; and t, are the same, it is not surprising that the principal is indifferent
over who should be favored in this case. It is not hard to show that when ¢; < 1/2 so
that 2 is the favored agent, 2’s payoff is higher than 1’s. That is, it is advantageous to be
favored. Note that this implies that agents may have incentives to increase the cost of
being checked in order to become favored, an incentive which is costly for the principal.

As noted earlier, one appealing property of the favored—agent mechanism is that it
is almost a dominant strategy mechanism. That is, for every agent, truth telling is a
best response to any strategies by the opponents. It is not always a dominant strategy,
however, as the agent may be completely indifferent between truth telling and lies.

To see this, consider any agent ¢ who is not favored and a type t; such that t; —c¢; > v*.
If t; reports his type truthfully, then i receives the object with strictly positive probability
under a wide range of strategy profiles for the opponents. Specifically, any strategy
profile for the opponents with the property that ¢; — ¢; is the highest report for some
type profiles has this property. On the other hand, if ¢; lies, then ¢ receives the object
with zero probability given any strategy profile for the opponents. This follows because
7 is not favored and so cannot receive the object without being checked. Hence any lie
will be caught and result in ¢ not receiving the good. Clearly, then, truth telling weakly
dominates any lie for ¢;.

12



Continuing to assume i is not favored, consider any ¢; such that t; — ¢; < v*.> For
any profile of strategies by the opponents, t;’s probability of receiving the object is zero
regardless of his report. To see this, simply note that if ¢ reports truthfully, he cannot
receive the good (since it will either go to another nonfavored agent if one has the highest
t; —c; and reports honestly or to the favored agent). Similarly, if ¢ lies, he cannot receive
the object since he will be caught lying when checked. Hence truth telling is an optimal
strategy for t;, though it is not weakly dominant.

A similar argument applies to the favored agent. Again, if his type satisfies t;—c¢; > v*,
truth telling is dominant, while if ¢; — ¢; < v*, he is completely indifferent over all
strategies. Either way, truth telling is an optimal strategy regardless of the strategies of
the opponents.

Because of this property, the favored—agent mechanism is ex post incentive compat-
ible. Hence the favored—agent mechanism which is Bayesian optimal is also ex post
optimal since it maximizes the objective function and satisfies the tighter constraints
imposed by ex post incentive compatibility.

While the almost—dominance property implies a certain robustness of the mechanism,
the complete indifference for types below the threshold is troubling. Fortunately, there are
simple modifications of the mechanism which do not change its equilibrium properties but
do make truth telling weakly dominant rather than just almost dominant. For example,
suppose there are at least three agents and that every agent i satisfies #; — ¢; > v*.
Suppose we modify the favored agent mechanism as follows. If an agent is checked and
found to have lied, then one of the other agents is chosen at random and his report is
checked. If it is truthful, he receives the object. Otherwise, no agent receives it. It is easy
to see that truth telling is still an optimal strategy and that the outcome is unchanged
if all agents report honestly. It is also still weakly dominant for an agent to report the
truth if t; — ¢; > v*. Now it is also weakly dominant for an agent to report the truth
even if t; — ¢; < v*. To see this, consider such a type and assume ¢ is not favored. Then
if ; lies, it is impossible for him to receive the good regardless of the strategies of the
other agents. However, if he reports truthfully, there is a profile of strategies for the
opponents where he has a strictly positive probability of receiving the good — namely,
where one of the nonfavored agents lies and has the highest report. Hence truth telling
weakly dominates any lie. A similar argument applies to the favored agent.

5Since this is a set of measure zero, the optimality of the mechanism does not depend on how we treat
reports with ¢; — ¢; = v*. If we treat such reports the same way we treat reports with t; — ¢; < v* or
the same way we treat reports with ¢; — ¢; > v*, the same dominance arguments apply to these reports
as well.

SNote that if £; — ¢; < v*, then the favored agent mechanism never gives the object to i, so i’s report
is entirely irrelevant to the mechanism. Thus we cannot make truth telling dominant for such an agent,
but the report of such an agent is irrelevant anyway since it has no effect on the outcome. Hence we
may as well disregard such agents.
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4 Discussion

4.1 Proof Sketch

In this section, we sketch the proofs of Theorems 1 and 2. For simplicity, the proof
sketches consider the case where ¢; = ¢ for all 7. In this case, the threshold value v* can
be thought of as a threshold type t* to which we compare the t; reports.

First, it is useful to rewrite the optimization problem as follows. Let p;(t;) =

E:_ ,pi(ti,t—;) and ¢;(t;) = Ey_.qi(t;,t_;) denote the interim probabilities. With this nota-
tion, we can write the incentive compatibility constraint as

pi(th) > pi(t;) — Gi(ts), Vit t. €T
Clearly, this holds if and only if

Jnf pi(t) = pi(ts) — Gi(ts), vt €T

Letting ; = infycq, pi(t]), we can rewrite the incentive compatibility constraint as
Gi(ti) = pi(t:) — i, YVt €T

Because the objective function is strictly decreasing in ¢;(¢;), this constraint must bind,
so G;(t;) = pi(t;) — ¢;. Hence we can rewrite the objective function as

B (S0t~ X 0] = SB[t - i)

= Z Eq, [pi(t:)(ti — ¢) + wic]

| S0t — 0 + el

Both of the last two expressions for the objective function will be useful.
Hence we can replace the choice of p; and ¢; functions for each ¢ with the choice of

a number ¢; € [0, 1] for each ¢ and a function p; : T — [0, 1] satisfying > p;(¢) < 1 and
E:_,pi(t) > ¢; > 0. Note that this last constraint implies E;p;(¢) > ¢;, so

Do <D Bupi(t) =By Y opi(t) < L.

Hence the constraint that ¢; < 1 cannot bind and so can be ignored.
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Our proof of Theorem 1 works with finite approximations to the continuous type
space, so the remainder of the argument we sketch here focuses on finite type spaces.

We prove the result in a series of four steps. The first step is to show that every
optimal mechanism is monotonic in the sense that higher types are more likely to receive
the object. That is, for all 4, t; > ¢, implies p;(t;) > p;(t;). To see the intuition for this
result, suppose we have an optimal mechanism which violates this monotonicity property
so that we have types t; and ¢; such that p;(t;) < p;(t;) even though t; > ¢;. To simplify
further, suppose that these two types have the same probability. Then consider the
mechanism p* which is the same as this one except we flip the roles of ¢; and ;. That is, for
any type profile  where ; ¢ {t;, .}, we let p!(#) = p;(#). For any type profile of the form
(t;,t_;) we assign the p’s the original mechanism assigned to (t;,¢_;) and conversely. Since
the probabilities of these types are the same, our independence assumption implies that
for every j # i, agent j is unaffected by the change. Obviously, pi(t;) > pi(t;) = pi(t;).
Since the original mechanism was feasible, we must have p;(¢;) > ¢;, so this mechanism
must be feasible. It is easy to see that this change improves the objective function, so
the original mechanism could not have been optimal.

This monotonicity property implies that any optimal mechanism has the property
that there is a cutoff type, say t; € [t;,t;], such that p;(¢;) = ¢; for t; < ¢; and p;(t;) > ¢;
for t; > fz

The second step shows that if we have a type profile t = (t1,t,) such that t, > t; > i,
then the optimal mechanism has py(t) = 1. To see this, suppose to the contrary that
po(t) < 1. Then we can change the mechanism by increasing this probability slightly
and lowering the probability of giving the good to 1 (or not giving it to anyone). Since
t1 > t,, we have p;(t,) > ¢, before the change, so if the change is small enough, we still
satisfy this constraint. Since t, > 1, the value of the objective function increases, so the
original mechanism could not have been optimal.

The third step is to show that for a type profile t = (¢1,%,) such that ¢, > £; and
ty < 1o, we must have p;(t) = 1. To see this, consider the point labeled o = (¢, %3) in
Figure 1 below and note that 7 > t; while 15 < ty. Suppose that at «, player 1 receives
the good with probability strictly less than 1. It is not hard to see that at any point,
such as the one labeled 8 = (;,#5) directly below a but above 1, player 1 must receive
the good with probability zero. To see this, simply note that if 1 did receive the good
with strictly positive probability here, we could change the mechanism by lowering this
probability slightly and increasing the probability 1 receives the good at a. By choosing
these probabilities appropriately, we do not affect ps(¢3) so this remains at ¢5. Also, by
making the reduction in p; small enough, p;(¢}) will remain above ¢;. Hence this new
mechanism would be feasible. Since it would switch probability from one type of player
1 to a higher type, the new mechanism would be better than the old one, implying the
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original one was not optimal.

t1 A
* a
t] p<i
TP Y
Y
. >0 <1
{ Pq P4

0 £

Figure 1

Since player 1 receives the good with zero probability at 8 but type t| does have a
positive probability overall of receiving the good, there must be some point like the one
labeled v = (#},t,) where 1 receives the good with strictly positive probability. We do
not know whether #, is above or below #, — the position of vy relative to this cutoff plays
no role in the argument to follow.

Finally, there must be a t{ corresponding to points § and € where p; is strictly positive
at 0 and strictly less than 1 at e. To see that such a ¢] must exist, note that ps(t3) =
vy < pa(ty). On the other hand, ps(#],t5) = 1 < pa(t],t,). So there must be some ¢
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where po(t],t5) > po(ty,t,). Hence py must be strictly positive at §, implying p; < 1
there. Similarly, po < 1 at e, implying p; > 0 there.

From this, we can derive a contradiction to the optimality of the mechanism. Lower
p1 at v and raise it at € in such a way that ps(t) is unchanged. In doing so, keep the
reduction of p; at v small enough that p,(¢]) remains above ¢;. This is clearly feasible.
Now that we have increased p; at €, we can lower it at 0 in such a way that p; (¢]) remains
unchanged. Finally, since we have lowered p; at J, we can increase it at « in such a way
that po(t5) is unchanged.

Note the overall effect: p; is unaffected at ! and lowered in a way which retains
feasibility at ¢]. ps is unchanged at ¢; and at t,. Hence the resulting p is feasible. But
we have shifted some of the probability that 1 gets the object from ~ to a. Since 1’s
type is higher at «, this is an improvement, implying that the original mechanism was
not optimal.

The fourth step is to show that ¢; = 5. To see this, suppose to the contrary that
ty > t;. Then consider a type profile ¢t = (¢;,%) such that £, > ¢, > t; > t;. From
our second step, the fact that ¢, > ¢; > ¢, implies ps(t) = 1. However, from our third
step,t; > t; and t, < £, implies p; (t) = 1, a contradiction. Hence there cannot be any
such profile of types, implying t» < t;. Reversing the roles of the players then implies
t1 = 9.

Let t* = #; = f5. This common value of these individual “thresholds” is then the
threshold of the threshold mechanism. To see that this establishes that the optimal
mechanism is a threshold mechanism, recall the definition of such a mechanism. Restating
the definition for the two agent case where ¢; = ¢ for all 7, a threshold mechanism is one
where there exists t* such that the following holds up to sets of measure zero. First, if
there exists any ¢ with ¢; > t*, then p;(¢) = 1 for that ¢ such that ¢; > max;; t;. Second,
for any profile ¢, if t; < t*, then ¢;(t) = 0 and p;(¢;) = miny e, Dilts).

It is easy to see that our second and third steps above imply the first of these prop-
erties. From our second step, if we have ty > t; > t*, then po(t) = 1. That is, if both
agents are above the threshold, the higher type agent receives the object. From our third
step, if t; > t* > to, then pi(¢t) = 1. That is, if only one agent is above the threshold,
this agent receives the object. Either way, then, if there is at least one agent whose type
is above the threshold, the agent with the highest type receives the object.

It is also not hard to see that the second property of threshold mechanisms must be
satisfied as well. By definition, if ¢; < t*, then p;(t;) = ¢; = infy p;(t;). To see that this
implies that ¢ is not checked, recall that we showed §;(t;) = p;(t;) — ;. Since p;(t;) = @;
for t; < t*, we have ¢;(t;) = 0 for such t;. Obviously, E; ,¢;(t;,t—;) = 0 if and only if
qi(t;,t_;) = 0 for all t_;. Hence, as asserted, ¢ is not checked.
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In short, any optimal mechanism must be a threshold mechanism.

Turning to Theorem 2, note that Theorem 1 established that there is a threshold t*
with the property that if any ¢; exceeds t*, then the agent with the highest type receives
the object. Also, for every i with t; < t*, p;(t;) = ¢;. Since we can write the principal’s
payoff can be written as a function only of the p;,’s — the interim probabilities — this
implies that the principal’s payoff is completely pinned down once we specify the ¢;’s. It
is not hard to see that the principal’s payoff is linear in the ¢;’s. Because of this and the
fact that the set of feasible ¢ vectors is convex, there must be a solution to the principal’s

problem at an extreme point of the set of feasible (¢1,...,¢r).

Such extreme points correspond to identifying a favored agent. It is not hard to see
that an extreme point is where all but one of the ¢;’s is set to zero and the remaining
one is set to the highest feasible value.” For notational convenience, consider the extreme
point where ¢; = 0 for all 7 # 1 and ¢, is set as high as possible.

As we now explain, this specification does not uniquely identify the mechanism, but
identifies all but some of the probabilities of checking agent 1. In particular, we can
resolve the remaining flexibility in such a way as to create a favored agent mechanism
with 1 as the favored agent.

To see this, first observe that since ¢; = 0 for all ¢ # 1, no agent other than 1 can
receive the object if his type is below t*, just as in the favored agent mechanism where 1
is favored. If all agents but 1 report types below the threshold and 1’s type is above, then
the properties of a threshold mechanism already ensure that 1 receives the object, just as
in the favored agent mechanism. The only point left to identify as far as the allocation of
the good is concerned is what happens when all agents are below the threshold. It is not
hard to show that the statement “p; is as high as possible” implies that 1 must receive
the object with probability 1 in this situation. Thus as far as the allocation of the object
is concerned, the mechanism is the favored agent mechanism with 1 as the favored agent.

Hence we have only the checking probabilities left to determine. Recall that §;(¢;) =
pi(ti) — i For i # 1, ¢; = 0, so Gi(t;) = pi(t;). Recall that p;(¢;) is the expected
probability that ¢; is assigned the good, while ¢;(¢;) is the expected probability that ¢; is
assigned the good and is checked. Thus ¢;(¢;) = p;(¢;) says that the expected probability
that t; is assigned the good and not checked is zero. Of course, the only way this can
be true is if for all ¢_;, the probability that ¢; is assigned the good and not checked is
zero. Hence ¢;(t) = p;(t) for all i # 1. That is, any agent other than the favored agent
is checked if and only if he is assigned the good. Therefore, for agents other than the
favored agent, the probability of being checked is uniquely identified and is as specified
by the favored agent mechanism.

Tp; = 0 for all i is also an extreme point, but is easily shown to be inferior for the principal.
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For the favored agent, we have some flexibility. Again, we have ¢;(t1) = p1(t1) — 1,
but now ¢; # 0. Hence ¢, is the expected probability that ¢; receives the good without
being checked and ¢ (t1) is the expected probability t; receives the good with a check.
These numbers are uniquely pinned down, but the way that ¢;(¢1,t_1) depends on ¢_; is
not unique in general. For t; < t*, we know that p,(t1) = ¢1, so ¢1(¢1) = 0 in this range.
The only way this can be true is if ¢ (t1,¢_1) = 0 for all t_;. So, just as specified for the
favored agent mechanism, if 1’s type is below the threshold, he is never checked and only
receives the good if all other agents are below the threshold.

However, consider some t; > t*. The favored agent mechanism specifies that this
type receives the good iff all other agents report types below t;, a property that we have
established. The favored agent mechanism also specifies that this type must be checked in
this event. However, all we can pin down is this type’s expected probability of getting the
good with a check. More specifically, we know that p,(t1) = E;_,p1(t) = Pr[t; < ty, Vj #
1], that ¢i(t1) = p1(t1) — o1, and that ¢ = Pr[t; < ¢*, Vj # 1]. One specification
consistent with this is that of the favored agent mechanism where ¢; is checked if and
only if ¢; < t; for all j # 1 but ¢; > t* for some j # 1. On the other hand, another
specification consistent with this would be that ¢; receives the good with a check with
probability p;(t1) — ¢ for every t_;.

4.2 Extension: When Verification is Costly for Agent

A natural extension to consider is when the process of verifying an agent’s claim is also
costly for that agent. In our example where the principal is a dean and the agents
are departments, it seems natural to say that departments bear a cost associated with
providing documentation to the dean.

The main complication associated with this extension is that the agents may now trade
off the value of obtaining the object with the costs of verification. An agent who values
the object more highly would, of course, be willing to incur a higher expected verification
cost to increase his probability of receiving it. Thus the simplification we obtain where
we can treat the agent’s payoff as simply equal to the probability he receives the object
no longer holds.

On the other hand, we can retain this simplification at the cost of a stronger assump-
tion. To be specific, we can simply assume that the value to the agent of receiving the
object is 1 and the value of not receiving it is 0, regardless of his type. For example, in
the example where the principal is a dean and the agents are academic departments, this
assumption holds if each department wants the job slot independently of the value they
would produce for the dean. If we make this assumption, the extension to verification
costs for the agents is straightforward. We can also allow the cost to the agent of being
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verified to differ depending on whether the agent lied or not. To see this, let ¢ be the cost
incurred by agent i from being verified by the principal if he report his type truthfully
and let ¢f” be his cost if he lied. We assume 1+ ¢I" > ¢ > 0. (Otherwise, verification
costs hurt honest types more than dishonest ones.) Then the incentive compatibility
condition becomes

pi(ty) — é;f@z(t;) > pi(t;) — éféz(tz) — Gi(t;), Vi, t;, Vi

Let
@i = inf[pi(t;) — & G;(t})],

/
ti

so that incentive compatibility holds iff
©i > Pi(ts) — e qi(ts) — 4s(ty), Vi, Vi

Analogously to the way we characterized the optimal mechanism earlier, we can treat ¢;
as a separate choice variable for the principal where we add the constraint that p;(t;) —
elgi(th) > ¢, for all .

Given this, ¢;(t;) must be chosen so that that the incentive constraint holds with
equality for all ;. To see this, suppose to the contrary that we have an optimal mechanism
where the constraint holds with strict inequality for some ¢; (more precisely, some positive
measure set of ¢;’s). If we lower §;(¢;) by €, the incentive constraint will still hold. Since
this increases p;(t;) — ¢7'¢;(t;), the constraint that this quantity is greater than ¢; will
still hold. Since auditing is costly for the principal, his payoff will increase, implying the
original mechanism could not have been optimal, a contradiction.

Since the incentive constraint holds with equality for all ¢;, we have

. pi(ti) — @i
Gt = Pl — e

1+4¢f
Substituting, this implies that
T
;= igf {ﬁz(t;) 1 -I—Z@f [pi(ti) — %]}

or

¢ il el
i =1 1—— 0; (L —FPil -
A H Tgor ) P+ T e

By assumption, the coefficient multiplying p;(¢;) is strictly positive, so this is equivalent

to T T
1_; P = 1 — v ] fAi t/7

k3

so ¢; = infy p;(t}), exactly as in our original formulation.

20



The principal’s objective function is

E Z[Pi(t)ti —cigi(t)] = Z Eg, [pi(ti)ti — cidi(t:)
= ;Eti pi(ti)ti — Lizélp[ﬁz(tz) — i

= ZEt [pi(t:)(ti — &) + @iCi

where ¢; = ¢;/(1 + ¢f). This is the same as the principal’s objective function in our
original formulation but with ¢; replacing c;.

In short, the solution changes as follows. The allocation probabilities p; are exactly
the same as what we characterized but with ¢; replacing ¢;. The checking probabilities,
however, are the earlier ones divided by 1+ ¢, Intuitively, since verification costs the
agent, the threat of verification is more severe, so the principal doesn’t need to check
as often. In short, the new optimal mechanism is still a favored agent mechanism but
where the checking which had probability 1 before now has probability 1/(1 + ¢f). The
optimal choice of the favored agent and the optimal threshold is exactly as before with
¢; replacing ¢;. Note that agents with low values of ¢/ have higher values of & and hence
are more likely to be favored. That is, agents who find it easy to undergo an audit after
lying are more likely to be favored.

5 Conclusion

There are many natural extensions to consider. For example, in the previous subsection,
we discussed the extension to where the agents bear some costs associated with verifi-
cation, but under the restriction that the value to the agent of receiving the object is
independent of his type. A natural extension of interest would be to drop this restriction.

A second natural extension would be to allow costly monetary transfers. We argued
in the introduction that within organizations, monetary transfers are difficult to use
and hence have excluded them from the model. It would be natural to model these
costs explicitly and determine to what extent the principal allows inefficient use of some
resources to obtain a better allocation of other resources.

Another direction to consider is to generalize the nature of the principal’s allocation
problem. For example, what is the optimal mechanism if the principal has to allocate
some tasks, as well as some resources? In this case, the agents may prefer to not re-
ceive certain “goods.” Alternatively, there may be some common value elements to the
allocation in addition to the private values aspects considered here.
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Another natural direction to consider is alternative specifications of the information
structure and verification technology. Here each agent knows exactly what value he can
create for the principal with the object. Alternatively, the principal may have private
information which determines how he interprets an agent’s information. Also, it is natural
to consider the possibility that the principal partially verifies an agent’s report, choosing
how much detail to go into.
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