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The role of commitment in noncooperative games is well acknowledged and documented. One of the ways to achieve such a commitment is by letting a delegate represent the main player in the game. In such a case a sophisticated distortion of the delegate's preferences might benefit the principal player. In this paper we study a delegation game in which the players can use agents strategically to play on their behalf and the contracts they sign with them are common knowledge and can be conditioned upon in the agents' game. We show that in such cases every Pareto optimal outcome of the game becomes a subgame perfect Nash equilibrium of the delegation game. We demonstrate this result by discussing the Cournot-type duopolistic game.
1. **Introduction**

   It is a common observation in conflict situations that players are quite frequently represented by agents who play the game on their behalf. Lawyers often represent clients in negotiation, agents represent actors and sports players, managers represent owners, and elected officials represent voters. Thus, in discussing conflict situations in social science, specific attention must be paid to the possibility of hiring agents who participate in the game on behalf of the real players.

   Besides considering the implications of such delegation, a fundamental question is the explanation of this phenomenon. Why does a player hire someone who will represent him in a game? Clearly one possible explanation is that there are games in which having special skills is essential. But can we argue that the only purpose in hiring a lawyer is always his superior knowledge of the law? Or is it possible that players can gain strategic advantage by having someone with different incentives play the game on their behalf?

   The potential benefits of using delegates as credible commitment has already been emphasized by Schelling (1956, 1960). Considering, for example, the Nash bargaining problem, it is already known that distorting the player's utility function might benefit the player (e.g., Kamai, 1977; Crawford and Varian, 1979; Kainino, Roth and Schmeidler, 1980, and Sobel, 1981). This result can be discussed within a framework introduced by Kurz (1977, 1980) in which the original game is transformed to a noncooperative distortion game in which players' strategies consist of utility functions that may be distorted from their true utilities for strategic reasons.
Clearly, sending an agent can be equivalent to credibly reporting a distorted utility function, providing, of course, that the agent indeed has such a utility function and his utility function is public information. The benefits from the use of such an agent should, however, exceed the cost of obtaining the agent's services. Similarly, if we consider the strategic bargaining game (Rubinstein, 1982) it is clear that a player can benefit by sending a representative who is less impatient than he is (see also Jones, 1987). In an oligopoly framework it is also already recognized that sending managers with distorted objective functions might benefit the owners of the firm and can be a part of an equilibrium behavior (e.g., Vickers (1985), Persson and Roubini (1990, 1987), and Sklaven (1987)).

The main purpose of this paper is to analyze the extent to which the set of equilibria of a strategic game change when agents are strategically allowed to represent the main players? The outcome of such an analysis depends crucially on the degree of commitment we allow in the game. Once the players are able to commit to certain contracts we are not entirely in the world of noncooperative games. The main question is, of course, whether, in order to achieve the collusive outcome, should we go all the way to cooperative games and allow principal to sign enforceable contracts one with the other? The main conclusion of this paper is that even in highly noncooperative games, cooperative outcomes emerge as equilibria in the game with delegation, providing that each principal is fully committed by the contract he signed with his agent and the contracts are fully observed.1

Our delegation game is described as follows. To every two person

1For the analysis of delegation games in which compensation schemes are private information see Nyerson (1982) and Katz (1987).
strategic game we associate a delegation game in which agents play the original game on behalf of the original players—their principals. More specifically, we formulate a two-stage game. In the first stage each principal provides his agent with a compensation scheme. These compensation schemes determine each agent’s final reward as a function of the principal’s payoffs. In the second stage, each agent, after learning both compensation schemes, plays the original game, choosing his principal’s strategy so as to maximize his own final payoff. The principals then receive their payoffs in the original game net of promised compensation to their agents.

Our formulation differs from the delegation and distortion games models cited above in one important aspect. We assume that contracts between principals and their agents are fully observed and thus can be conditioned upon in the agents’ game. Clearly, such an assumption implies that we have in our setting a higher degree of commitment than in previous works on delegation but what is interesting to see is that we need exactly this extra commitment in order to implement the collective outcome by delegation. In other words, in order to achieve the cooperative outcome we do not have to go all the way to models in which contract between the main players can be signed and enforced. It is sufficient to have the possibility of hiring agents providing that the contracts signed with them are public information.

The result in this paper contrasts strongly with the literature in which it is argued that in the Cournot oligopoly case delegation equilibrium leads to a more competitive equilibrium (see, e.g., Vickers (1985), Fershtman and Judd (1987), and Sklivas (1987)). In these works, however, it is assumed that in the agents’ game strategies are not conditional upon the compensation scheme agents receive from their principals. In the agents’
game each agent chooses his strategy as the best response to the other agents' strategies independent of the compensation schemes other agents have. By not allowing to condition strategies on compensation, agents do not have the ability to "punish" principals for giving the "wrong" compensation. Clearly, the fact that by letting agents condition their strategies on the observed compensation scheme we attain the collective outcome illustrates the importance of such an assumption.

One can also contrast our work with previous results in game theory. It is already known that once the game is repeated, every individual rational feasible outcome of the underlying game is an equilibrium of the repeated game. (See, for example, Aumann (1981), Rubinstein (1979), Friedman (1985), and Benoit and Krishna (1965).) In our setting the game is played only once, but the strategic use of agents plus the ability to commit to trem endous players to obtain the cooperative outcome.

We illustrate our result by considering a fournot type duopolistic game in which we allow firms to hire managers who run the firms on their behalf. The role of the managers in our setting is to choose the quantity produced by the firm. We show that even when we consider a one-shot game such that the two firms meet only once in the market, every collective outcome can be obtained in such a duopoly game with delegation.

2. The Delegation Game

Our analysis of delegation begins with a game representing the basic conflict. The underlying game is a 2-player strategic form game with the set of players \( P = \{p_1, p_2\} \). We let \( S = S_1 \times S_2 \) be the set of strategy combinations in this game. The payoffs of the players are described by a
utility function $u: (u_1, u_2): S \rightarrow \mathbb{R}$. We will use $ii = (P, S, u)$ to denote this underlying game.

Nash equilibrium of this game is a strategy combination $(s_1^*, s_2^*)$ with $u_i(s_1^*, s_2^*) \geq u_i(s_1, s_2^*)$ for every $s_1 \in S_1$, and similarly for player 2. We consider in this paper only games for which there is at least one (pure strategy) Nash equilibrium.

For such a game we define the associated delegation game, $D$, as follows: the set of players $N = \{p_1, p_2, a_1, a_2\}$ where $p_1$ and $p_2$ are called principals and $a_1$ is called the agent or delegate of $p_1$.

The set of strategies of $p_1$ is

$$U_1 = (c_1: \mathbb{R} \rightarrow \mathbb{R}; c_1 \text{ is weakly monotonically increasing})$$

We refer to an element of $U_2$ as a compensation function of agent $a_2$.

Note that agent $a_1$'s compensation depends only on his principal's gross payoff. We restrict the compensation functions to be weakly monotonic. Besides being intuitively appealing, there is a technical need for such a restriction. Subgame perfection cannot be obtained without the weak monotonicity assumption. It guarantees the existence of an equilibrium in every conceivable agents' game since it preserves the (pure strategy) equilibria of the original game.

We assume that the contracts signed between each principal and his agent are public information. Moreover, each principal is fully committed to this contract. There is no hidden contract that the principal and his agent agreed upon. Thus, when an agent comes to make his choice of an action he is already informed about $(c_1, c_2)$. We therefore define the
agents' strategies as follows.

The strategy set of every agent $a_i$ is $R_i = \{ r_i : C \rightarrow S_i \}$ and we let

$R = R_1 \times R_2$. We call an element of $R_i$ a response function of agent $i$.

Given a 4-tuple of strategies $(c_1, c_2, r_1, r_2)$ we define the utilities of
the four players in $B$ as follows:

$$U_1^P(c_1, c_2, r_1, r_2) = u_1(\{ r_1(c) \}) = c_1( u_1(\{ r_1(c) \}) ),$$

and

$$U_2^P(c_1, c_2, r_1, r_2) = c_2( u_1(\{ r_1(c) \}) ).$$

Given the strategies $(c_1, c_2, r_1, r_2)$ the agents' choice of actions is

$r(c) = (r_1(c), r_2(c))$. The $i$th principal thus gets the game payoffs

$u_i(\{ r_i(c) \})$ minus the compensation he pays to his agent, i.e., $c_i( u_i(\{ r_i(c) \}) )$.

**Definition 1.** $(r^*_{1,2}) \in R$ is a Nash equilibrium in the agents' game induced
by $(c_1, c_2) \in C$ if $U_1^P(c_1, c_2, r^*_{1,2}) \geq U_1^P(c_1, c_2, r_{1,2})$ for every $r_{1,2} \in R_{1,2}$, and
similarly for agent 2.

We let

$E_A(c) = \{(r^*_1(c), r^*_2, c)\} \in S$: $(r^*_1, r^*_2)$ is an equilibrium in the
agents' game induced by $c$.

**Definition 2.** $(c_1, c_2, r^*_1, r^*_2)$ is a subgame perfect Nash equilibrium of $B$ if

1. $U_1^P(c_1, c_2, r^*_1, r^*_2) \geq U_1^P(c_1, c_2, r_{1,2})$ for every $c_1 \in C_1$ and the
   same for principal 2; and

2. for every pair of compensation functions $c \in C$, $(r^*_1, r^*_2)$ is a
Nash equilibrium of the agents' game induced by c, i.e., 
\[ r^*(c) \in \text{EA}(c). \]

Notice that the weak monotonicity of the compensation functions guarantees that every Nash equilibrium \( s^* \) of the underlying game \( u \) is in \( \text{EA}(c) \) for every \( c \). However, \( \text{EA}(c) \) will typically contain other equilibria as well. Moreover, without monotonicity or other similar restrictions, obtaining subgame perfection is impossible. It is always possible to construct 'wild' compensation schemes for which there is no equilibrium in the induced agents' game.

**Definition 3:** \( c \) implements \( u \in \mathbb{R}^n \) via \( r \in \mathbb{R} \) if \( (c,r) \) is a subgame perfect equilibrium of \( u \) with \( ur(c) = u \).

Under this definition, when \( u \) is implemented, \( u_j \) is shared by principal \( i \) and his agent.

Given the above definition, one can prove trivially that if \( s^* \) is a Nash equilibrium of the underlying game, every feasible payoff pair \( u \geq u^*(s^*) \) is implementable in the delegation game.\(^2\)

The above definition of implementation might, however, be intuitively unattractive, it disregards the usual difficulty of dealing with multiple equilibria as well as a choice of Pareto dominated equilibrium in the agents' game. In cases of multiplicity the principals have to count on the agents choosing a particular equilibrium. It would, however, be naive on

\(^2\)The proofs are trivial and can be found in Forshtam, Judd and Kajal (1987).
the part of the principals to expect the agents to choose the exact actions
when the agents are indifferent between several actions or when \( \bar{A}(c) \) is not
a singleton and in particular when there is an element in \( \bar{A}(c) \) that from
the agents' point of view, Pareto dominates the equilibrium the principals
would choose to choose.

Game theory, however, does not yet have the proper equilibrium concept
to deal with such conceptual difficulties. We thus reconstruct our
formulation of the delegation game and the implementation concept in order
to exclude some unattractive phenomena of this type.

Multiplying all the payoffs of a player in a strategic game by a
positive constant results in a new game, isomorphic to the original one.
For our delegation game, an implication of this observation is important.
It is reasonable to assume that if the principals change a compensation
scheme \((c_1, c_2)\), say, to \((0.5c_1, c_2)\), the strategies of the agents will stay
the same, yielding principals one and two the same payoffs from the
underlying game. Yet, principal one would have to spend half as much on
compensating his agents. Since this argument can be applied repeatedly no
equilibrium with positive payments to agents exists. As in the standard
principal-agent literature. We resolve this problem by assuming that there
is a \( c > 0 \) which is the smallest amount of money that the agents are willing
to accept in order to participate in the game.

Definition 4: \( c \) implements \( u \) via \( r \) with mutual rational agents if in
addition to implementing \( u \), \( r \) satisfies the following property. For every
\( c \in C, \min\{r(c)\} \geq (\epsilon, c) \) whenever there is \( x \in \bar{A}(c) \) with \( \min(x) \geq (\epsilon, c). \)
intuitively, the above definition requires that if there is an equilibrium in the agent game in which both agents get at least $c$ they will choose such an equilibrium. Moreover, such a choice is made at every subgame, i.e., for every pair of compensation schemes. The mutual rationality condition is an assumption on the agents' selection among multiple Nash equilibria. Agents will coordinate their actions in order to avoid zero payoffs if possible. Once the agent's equilibrium payoff is less than $c$ he does not participate, which implies that the principal has to make his choice of action. In this case, we are back to our original game in which $s^*$ is an equilibrium.

**Definition 5:** $c$ uniquely implements $u$ with mutual rational agents if there is an $r \in R$ such that $c$ implements $u$ via $r$ with mutual rational agents and if for some $u$ and $r \in R$, $c$ implements $u$ via $r$ with mutual rational agents then $u = u$.

Unique implementations are attractive since they guarantee the principal the vector $u$ without depending on a specific choice of equilibrium by their agents. Thus, once we require unique implementation, the problem of multiplicity is resolved. There might still be multiple equilibria in the agents' game, but all these equilibria yield the same payoffs.

**Definition 6:** We say that $T^*_i$ is a target compensation function if for every $u_i, T^*_i(u_i) \in [0,c)$.
Target compensation functions pay nothing unless a minimal level of utility is obtained for the principal and pay \( \varepsilon \) if that target level is obtained or exceeded. We are now ready to state our main result:

**Theorem 1 (folk theorem in delegation game):** If \( u \) is (strictly) Pareto optimal in \( G \) and for \( i = 1, 2 \), \( u_i(s^*) > \varepsilon \) for some Nash equilibrium \( s^* \) of \( G \), then \( u \) is uniquely implementable with mutual rational agents.

Moreover, the implementation can be done by target compensation functions.

**Proof:** Let \( T_{u,1} \in C_1 \) be a target compensation function defined by:

\[
T_{u,1}(u_{ij}) = \begin{cases} 
\varepsilon, & \text{if } u_{ij} \geq u_i \\
0, & \text{otherwise}
\end{cases}
\]

and define \( r(c) \) as follows:

1. if there is an \( s \in \mathcal{E}(c) \) with \( c(u(s)) \geq (c, \varepsilon) \) then let \( r(c) \) be such an \( s \).
2. Otherwise, let \( r(c) = s^* \).

We will show that \( (T_{u,1}, r) \) uniquely implements \( u \) with mutual rational agents.

It is clear that \( u(r(T_{u,1})) = u \). By playing the above strategies the agents’ payoffs is \((c, \varepsilon)\) and by the fact that \( u \) is strictly Pareto optimal in \( G \) it is the only outcome such that \( T_{u,1}(u) \geq (c, \varepsilon) \). By construction, \( r(c) \in \mathcal{E}(c) \) for every \( c \in C \) and it is mutually rational. Now we check that \( T_{u,1} \) is indeed a best response strategy to \( (T_{u,2}, r_1, r_2) \).

Suppose that principal one deviates and plays \( c_1 \in C_2 \). One of the following two cases must hold:
a. There exists \( s \in \text{EA}(\mathcal{E}_u) \) such that
\[
\max_{s' \in \text{EA}(\mathcal{E}_u)} u(s') \geq \max_{s \in \mathcal{E}_u} u(s) + \epsilon.
\]
By the Pareto optimality of \( u \), it follows that principal one cannot be better off from this deviation.

b. Otherwise, the outcome of the game is \( s^* \) and \( u(s^*) < u^* - \epsilon \).

\( \mathcal{E}_u \) uniquely implements \( u \) with mutual rational agents since every \( s \in \text{EA}(\mathcal{E}_u) \) with \( c(u(s)) \geq (\epsilon, \epsilon) \) has \( u(s) = u \).

The reason that the delegation game "works" is that through their agents (and their compensation schemes) the principals can commit to playing cooperative strategies (with enough flexibility to allow them to retaliate against deviations). When the principals cannot commit directly to each other (such as in a one-shot game and when binding agreements are not permissible) the ability to commit to their agents is very beneficial, as was illustrated in the theorem. One could question the ability of the principals to commit to their agents and actually pay them according to the promised compensation schemes. This commitment, however, is credible when binding agreements between them are possible and legally enforceable. Also, a long-term relationship between the principal and an agent would enhance these commitment possibilities even when the principal is using the agent in a sequence of games with different opponents.

One could conceive of defining an agent compensation scheme on other parameters of the game. For example, an agent's compensation could depend on the difference in the payoff of his principal, minus the payoff of his opponent's principal, or even on combinations of payoffs and actions in the underlying game. These modifications are possible but they only serve to complicate a simple idea. They may also come at a cost of losing the
subgame perfection property of the implementations, since they may create a large number of unreasonable subgames.

3. **Example: Duopoly Game**

To highlight the main feature of our analysis we next discuss the Cournot duopoly game. Consider a duopolistic market in which the inverse demand function is given by \( p = a - b(q_1 + q_2) \) where \( p \) is the market price and \( q_i \) is the \( i \)th firm's output. Assume that the cost function is given by \( TC_i(q_i) = c q_i \) where \( a > c \geq 0 \) is the constant marginal cost. The \( i \)th firm's profit function is thus \( \pi_i(q_1, q_2) = q_i(a - b(q_1 + q_2)) - c q_i \). The unique equilibrium of such a one-shot game is \( q_1^* = q_2^* = (a - c)/2b \) and the equilibrium payoffs are \( \pi_i(q_1^*, q_2^*) = (a - c)^2/4b \).

Now let us consider the deterrence game in which the owner of each firm hires a manager who will make the choice of \( q_j \) on his behalf. The owner and the manager sign a contract that specifies the manager's compensation as a function of the firm's performance.

Let \( q_1 - q_2 = (a - c)/4b \) and \( \pi_j = (a - c)^2/8b \) be the maximum symmetric collusive output levels and the collusive payoffs, respectively.

**Proposition 1:** In the above duopolistic game the collusive outcome, \((q_1^*, q_2^*)\), can be implemented uniquely with rational agents if \( \pi_j - \pi_i(q_1^*, q_2^*) > \epsilon \).

**Proposition 1** is an immediate corollary of Theorem 1. However, in order to get some intuition on the type of strategies and contracts that give rise to such an equilibrium we will specify the players' strategies.
Let \( \tau \) be the following target compensation function

\[
\tau_j(x_j) = \begin{cases} 
\xi, & \text{if } \pi_i \geq \pi_j \\
0, & \text{otherwise}
\end{cases}
\]

Let the managers' strategies for a specific pair of compensation schemes \( c \) be as follows: when possible, the managers will choose a pair of output rates \( q \) which are a Nash equilibrium in the managers' game induced by \( c \) and \( c(q) \leq (q^*_1, q^*_2) \); otherwise they will choose the Cournot production rates \( q^*_i \).

Clearly, the above construction implies that once the compensation scheme \( \tau \) are given the managers will choose the only production rate that yields the payoffs \( (c, \xi) \) which are the collusive production rate \( (q^*_1, q^*_2) \).

Also, given the response of the managers to various incentive schemes, the owners can do no better than use these target schemes. Subgame perfection of the above equilibrium means that the owners can be convinced that if they deviate from their compensation scheme the managers will indeed respond as stated.

It is interesting to observe that the principal's commitment to cooperate through their agents is done by sending our agents who are less "hungry" than themselves. This is done by flattening the agents' compensation from some critical level of the principal's utility.

This Cournot analysis should be compared with previous analyses of competing principal-agent pairs. Fershtman and Judd (1987), Vickers (1985), and Slivovsky (1987) examined the same game but restricted contracts to be linear in profits and sales; in this case the owners' profits were less than in the underlying game's Nash equilibrium. As was stated previously, the difference between these works and ours is that we allow agents to condition
their strategy on the two compensation schemes which are assumed to be public information. Proposition 1 is not correct without such an assumption.

In Pershin and Judd (1986) it was assumed that the manager's effort was unobserved, creating a moral hazard problem; again, the outcome was not a cooperative one for the principals. From the latter analysis it is clear that the folk theorem of our analysis may break down when contracts must deal with moral hazard problems with managers as well as coordinate cooperation with opposing principals. The value of delegation in incomplete information games is an open and interesting question.

Concluding Remarks

In this paper we have demonstrated that once principals are able to sign contracts with agents who choose an action on their behalf and that these contracts are fully observable by all agents, then in such extended games the principals can obtain a Pareto outcome as an equilibrium. Having the ability to have such a commitment implies that the game does not fall exactly into the category of noncooperative games and should be classified in between cooperative and noncooperative games. Since casual observation indicates that delegates are occasionally used in daily life there is clearly a need for a detailed investigation of such a class of games. In this paper we did not discuss all the possible complex relationships that the existence of delegates introduces. The agents in our model are used solely for the purpose of strategic delegation. They do not have any expertise, information, or any other advantage vis-à-vis their principals. We thus concentrate on one specific and unexplored aspect of the delegation
issue. Clearly, possible generalizations of our analysis should integrate strategic delegation with the standard principal-agent theory.
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