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This supplement contains some technical results and proofs of
theorems in the paper.

As in Section 7 of the paper in what follows we will denote with C a
constant that does not depend on T and ∆n, and further it might change
from line to line. We also use the short hand En

i−1 for E
(
·|F(i−1)∆n

)
.

1. Proof of preliminary results of Section 7.1 in the paper. Here
we derive all the results of Section 7.1 in the paper.

1.1. Representation of Xt. We start with showing that Xt can be repre-
sented on an extension of the original probability space as

Xt = X0 +

∫ t

0
αsds+

∫ t

0

∫
R
σs−xµ̃1(ds, dx)

+

∫ t

0

∫
R
σs−xµ2(ds, dx)−

∫ t

0

∫
R
σs−xµ3(ds, dx) + Yt,

(A.1)

where µ1, µ2 and µ3 are homogenous Poisson measures (the three measures
are not mutually independent) with compensators respectively ν1(dx) =

A
|x|β+1dx, ν2(dx) = |ν ′(x)|dx and ν3(dx) = 2|ν ′(x)|1 (ν ′(x) < 0) dx and αs =

αs − σs−
∫
R xν ′(x)dx.

The above extension of the original probability space can be done in
the following way. First, we consider a very good product extension of the
original probability space by introducing an auxiliary space supporting the
homogenous Poisson measure µ3, with compensator dt ⊗ ν3(x)dx where
ν3(x) = 2|ν ′(x)|1(ν ′(x) < 0)dx, which is independent from the filtration
of the original one. We then make a (very good) product extension of this
space by using an auxiliary space endowed with a sequence of i.i.d. random
variables (Up)p≥1 with uniform distribution on [0, 1] with product filtration
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(F̃t) being the smallest such that Up is F̃Tp-measurable for every p where
(Tp)p≥1 is an exhausting sequence for the jump times of µ and µ3 with
corresponding sequence for the jump sizes at the times (Tp)p≥1 denoted by
(Sp)p≥1 (note that µ and µ3 are independent Poisson measures hence their
associated Poisson processes almost surely never jump together). On this
extended space we define the random measure µ on R+ ⊗ R⊗ [0, 1] via

µ(dt, dx, du) =
∑
p

1{Sp ̸=0}ϵ{Tp,Sp,Up}(dt, dx, du),

for ϵx(a) denoting Dirac delta measure at point a. µ is a homogenous Poisson
measure (Definition II.1.20 in Jacod and Shiryaev (2003)) with compensator
dt⊗( A

|x|1+β+|ν ′(x)|)dx⊗1{u∈[0,1]}du (Recall (Up)p≥1 are uniformly distributed

independent of each other and of the σ-field F , and further ν(x) + ν3(x) =
A

|x|1+β + |ν ′(x)|). We further have for every A × B in the Borel sigma field

on R+ ⊗ R
µ(A×B × [0, 1]) = µ(A×B) + µ3(A×B).

Note, µ is randomization of the Poisson measure µ + µ3 by the uniform
distribution in the terminology of [2], Proposition 10.5. We then define µ1

and µ2 via thinning of µ. In particular, for each A × B in the Borel sigma
field on R+ ⊗ R we set

µ1(A×B) =

∫
A

∫
B

∫
[0,1]

1{u≤ν1(x)/(ν1(x)+ν2(x))}µ(ds, dx, du),

µ2(A×B) =

∫
A

∫
B

∫
[0,1]

1{u>ν1(x)/(ν1(x)+ν2(x))}µ(ds, dx, du),

where ν1(x) = A
|x|β+1 and ν2(x) = |ν ′(x)|. It is easy to see that µ1 and

µ2 are homogenous Poisson measures with compensators dt ⊗ ν1(x)dx and
dt⊗ ν2(x)dx and further µ1(A×B) + µ2(A×B) = µ(A×B × [0, 1]).

Therefore, we can write

(A.2) Zt = Z
(1)
t + Z

(2)
t − Z

(3)
t ,

where

Z
(1)
t =

∫ t

0

∫
R
xµ̃1(ds, dx), Z

(2)
t =

∫ t

0

∫
R
xµ̃2(ds, dx), Z

(3)
t =

∫ t

0

∫
R
xµ̃3(ds, dx),

and from here the decomposition in (A.1) holds.
In what follows, for simplicity of notation we will assume that the orig-

inal probability space has been already extended in the above way so that
filtration and probability will continue to be denoted with (Ft) and P re-
spectively.
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1.2. Bounds for ξ
(2)
i,u . We continue with deriving the bounds for ξ

(2)
i,u and

its subcomponents. Since

En
i−1

(∫ i∆n

(i−1)∆n

|σ̃s|2ds+
∫ i∆n

(i−1)∆n

∫
R
|δ(s, x)|2ν(ds, dx)

)
< ∞,

we have En
i−1

(
ξ
(2)
i,u (1)

)
= 0. Using Itô isometry and square integrability we

further have

En
i−1

(
ξ
(2)
i,u (1)

)2
≤C∆nΥ

2(σ(i−1)∆n−, u)

× En
i−1

∫ i∆n

(i−1)∆n

(∫ s

(i−1)∆n

σ̃udWu +

∫ s

(i−1)∆n

∫
R
δ(u−, x)µ̃(du, dx)

)2

ds

≤C∆nΥ
2(σ(i−1)∆n−, u)

× En
i−1

∫ i∆n

(i−1)∆n

(∫ s

(i−1)∆n

σ̃2
udu+

∫ s

(i−1)∆n

∫
R
δ2(u−, x)ν(du, dx)

)
ds.

Therefore, since |Υ(x, u)| ≤ C where the positive constant C depends only
on u, and further using the integrability conditions in assumption B, we
have altogether

(A.3)

[T/∆n]∑
i=1

En
i−1

(
ξ
(2)
i,u (1)

)
= 0,

∆−2
n

T
E

[T/∆n]∑
i=1

En
i−1

(
ξ
(2)
i,u (1)

)2 ≤ C.

For ξ
(2)
i,u (2), by using Cauchy-Schwarz inequality, Itô isometry and the inte-

grability conditions of assumption B′, we can write

E|ξ(2)i,u (2)| ≤ C

∫ i∆n

(i−1)∆n

√
E(Υ(σ∗

s , u)−Υ(σ(i−1)∆n−, u))
2
√
s− (i− 1)∆nds

≤ C∆3/2
n

√√√√E

(
sup

s∈[(i−1)∆n,i∆n]

(Υ(σ∗
s , u)−Υ(σ(i−1)∆n−, u))

2

)
,

where the constant C does not depend on u. To continue further we make
use of the following algebraic inequality

|Υ(x, u)−Υ(y, u)| ≤Cue−u|y|β |y|2(β−1)|x− y|+ Cue−u|y|β |y|β−1|x− y|β

+ Cu|x− y|β−1, x, y ∈ R, u ≥ 0, β > 1,
(A.4)

with the constant C independent of u. We can further simplify this in-
equality upon noticing e−u|y|βu|y|2(β−1) + e−u|y|βu|y|β−1 ≤ C(u ∨ 1) where
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the positive constant C again does not depend on u. The bound in (A.4)
then simplifies to

|Υ(x, u)−Υ(y, u)| ≤C(u ∨ 1)(|x− y|β + |x− y|β−1), x, y ∈ R, u ≥ 0, β > 1.

Plugging in the above inequality x = σ∗
s and y = σ(i−1)∆n− and using

successive conditioning (first on the filtration F(i−1)∆n
) together with the

Burkholder-Davis-Gundy inequality and the integrability conditions of as-
sumption B, we get√√√√E

(
sup

s∈[(i−1)∆n,i∆n]
(Υ(σ∗

s , u)−Υ(σ(i−1)∆n−, u))
2

)
≤ C∆β/2−1/2

n .

Therefore for any finite u > 0

(A.5) (T∆β/2
n )−1

[T/∆n]∑
i=1

E
(

sup
0≤u≤u

|ξ(2)i,u (2)|
)

≤ C.

Finally, first-order Taylor expansion implies

En
i−1|ξ

(2)
i,u (3)| ≤ CuEn

i−1

(∫ i∆n

(i−1)∆n

∣∣∣|σs|β − |σ̂s|β
∣∣∣ ds) ,

and using the integrability conditions in assumption B, we can write for any
finite u > 0

(A.6) (T∆n)
−1

[T/∆n]∑
i=1

E
(

sup
0≤u≤u

|ξ(2)i,u (3)|
)

≤ C.

1.3. Bounds for ξ
(3)
i,u . We finish this section with deriving the bounds for

ξ
(3)
i,u and its subcomponents.

Using the basic inequality | sin(x)| ≤ |x|p for any 0 < p ≤ 1, we have

E|ξ(3)i,u (1)| ≤ Cuβ′/β∆1−β′/β
n E

(∣∣∣∣ ∫ i∆n

(i−1)∆n

∫
R
σs−xµ2(ds, dx)

∣∣∣∣
+

∣∣∣∣ ∫ i∆n

(i−1)∆n

∫
R
σs−xµ3(ds, dx)

∣∣∣∣+ |∆n
i Y |

)β′

,

(A.7)
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where the constant C does not depend on u. Further, using the inequality
|
∑

i |ai||p ≤
∑

i |a|
p
i for any 0 < p ≤ 1, as well as the Burkholder-Davis-

Gundy inequality and Hölder inequality, we have for j = 2, 3

E
∣∣∣∣ ∫ i∆n

(i−1)∆n

∫
R
σs−xµj(ds, dx)

∣∣∣∣β′

≤ C

∣∣∣∣∣∆n

∫
|x|<∆

1/β′
n

|x|νj(dx)

∣∣∣∣∣
β′

+ CE

(∫ i∆n

(i−1)∆n

∫
|x|≥∆

1/β′
n

|x|β
′
|σs−|β

′
µj(ds, dx)

)

≤ C

(
∆n

∫
|x|<∆

1/β′
n

|xν′(x)|dx

)β′

+ C∆n

∫
|x|≥∆

1/β′
n

|x|β
′
|ν′(x)|dx ≤ C∆n| log∆n|,

where we also made use of the assumption that |ν ′(x)| ≤ C
|x|β′+1 for |x|

sufficiently small. We can get the same bound for the last term in (A.7)
using assumption A. Therefore, altogether for any finite u > 0

(A.8) (T | log(∆n)|∆1−β′/β
n )−1

[T/∆n]∑
i=1

E
(

sup
0≤u≤u

|ξ(3)i,u (1)|
)

≤ C.

For ξ
(3)
i,u (2), using the boundedness of the function sin(x) and the square

integrability of αs

(A.9) En
i−1

(
ξ
(3)
i,u (2)

)
= 0,

(∆
3−2/β
n )−1

T
E

[T/∆n]∑
i=1

En
i−1

(
ξ
(3)
i,u (2)|

)2 ≤ C.

For ξ
(3)
i,u (4) we first can use assumption B and apply Jensen’s inequality to

get for s ∈ [(i− 1)∆n, i∆n]

E|as − a(i−1)∆n
| ≤ C

√
s− (i− 1)∆n.

From here, we can apply the trigonometric identities for cos(x)− cos(y) and
sin(x+ y), the basic inequalities | sin(x)| ≤ |x|p and |

∑
i |ai||p ≤

∑
i |a|

p
i for

any 0 < p ≤ 1, and finally use the fact that x − κ(x) is 0 around 0 (and
hence

∫
R (|x− κ(x)|ι ∧ 1) ν1(dx) < ∞ for arbitrary small ι > 0), to get

(A.10) (T∆3/2−1/β
n )−1

[T/∆n]∑
i=1

E
(

sup
0≤u≤u

|ξ(3)i,u (4)|
)

≤ C, ∀u > 0.

We turn now to ξ
(3)
i,u (3). The proof proceeds through first splitting

(A.11) σs − σ(i−1)∆n
= σ1s + σ2s, s ∈ [(i− 1)∆n, i∆n],
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σ1s =

∫ s

(i−1)∆n

α̃udu+

∫ s

(i−1)∆n

(σ̃u − σ̃(i−1)∆n
)dWu +

∫ s

(i−1)∆n

(σ̃′
u − σ̃′

(i−1)∆n−)dZu

+

∫ s

(i−1)∆n

∫
R
(δ(u−, x)− δ((i− 1)∆n−, x))µ̃(du, dx)

+ σ̃′
(i−1)∆n−

∫ s

(i−1)∆n

xµ̃2(ds, dx)− σ̃′
(i−1)∆n−

∫ s

(i−1)∆n

xµ̃3(ds, dx),

σ2s =

∫ s

(i−1)∆n

σ̃(i−1)∆n
dWu +

∫ s

(i−1)∆n

σ̃′
(i−1)∆n−dLu

+

∫ s

(i−1)∆n

∫
R
δ((i− 1)∆n−, x)µ̃(du, dx),

where the terms involving the process σ̃′
t in the above are present when only

the stronger assumption B′ hold. We can further split

(A.12) σ1s = σ̄1s + σ̂1s,

where

σ̂1s = σ̃′
(i−1)∆n−

∫ s

(i−1)∆n

xµ2(ds, dx)− σ̃′
(i−1)∆n−

∫ s

(i−1)∆n

xµ3(ds, dx),

and we note σ̂1s is different from zero only under B′. Then for each of the
terms we can argue as follows. First we can split the range of integration:∫ i∆n

(i−1)∆n

σ1s−dL̃s =

∫ i∆n

(i−1)∆n

∫
|x|<∆

1/β
n

κ(x)σ̄1s−µ̃1(ds, dx)

+

∫ i∆n

(i−1)∆n

∫
|x|<∆

1/β
n

κ(x)σ̂1s−µ̃1(ds, dx)

+

∫ i∆n

(i−1)∆n

∫
|x|≥∆

1/β
n

κ(x)σ1s−µ̃1(ds, dx).

(A.13)

Then for the first integral on the right hand side of the above decomposition
we can use Burkholder-Davis-Gundy inequality and get

E

∣∣∣∣∣
∫ i∆n

(i−1)∆n

∫
|x|<∆

1/β
n

κ(x)σ̄1s−µ̃1(ds, dx)

∣∣∣∣∣ ≤ C∆1/β−1/2
n

√∫ i∆n

(i−1)∆n

E(σ̄2
1s−)ds

≤ C∆1/β+1
n .

where we made use of the definition of ν1(dx), the fact that for x sufficiently
close to 0 we have κ(x) = x, as well as the second part of equation (2.7) of
assumption B.
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For the second integral on the right side of (A.13), we can apply Burkholder-
Davis-Gundy inequality and get

E

∣∣∣∣∣
∫ i∆n

(i−1)∆n

∫
|x|<∆

1/β
n

κ(x)σ̂1s−µ̃1(ds, dx)

∣∣∣∣∣
≤ CE

(∫ i∆n

(i−1)∆n

∫
|x|<∆

1/β
n

κ2(x)σ̂2
1s−µ1(ds, dx)

)1/2

≤ CE

((
sup

s∈[(i−1)∆n,i∆n]
σ̂2
1s

)∫ i∆n

(i−1)∆n

∫
|x|<∆

1/β
n

κ2(x)µ1(ds, dx)

)1/2

≤ CE
{
|σ̃′

(i−1)∆n−|

(∫ i∆n

(i−1)∆n

∫
R
|x|µ2(ds, dx) +

∫ i∆n

(i−1)∆n

∫
R
|x|µ3(ds, dx)

)

×

(∫ i∆n

(i−1)∆n

∫
|x|<∆

1/β
n

κ2(x)µ1(ds, dx)

)1/2}
.

Now, for k ∈ N arbitrarily big (but higher than 1), we can apply Hölder in-
equality as well as Burkholder-Davis-Gundy successively (a total of k times),
to get

En
i−1

{∫ i∆n

(i−1)∆n

∫
R
|x|µj(ds, dx)

(∫ i∆n

(i−1)∆n

∫
|x|<∆

1/β
n

κ2(x)µ1(ds, dx)

)1/2}

≤ C

En
i−1

(∫ i∆n

(i−1)∆n

∫
R
|x|µj(ds, dx)

) 2k

2k−1


2k−1

2k

×

En
i−1

(∫ i∆n

(i−1)∆n

∫
|x|<∆

1/β
n

κ2(x)µ1(ds, dx)

)2k−1
2−k

≤ C∆
1
β
+ 2k−1

2k
n , j = 2, 3.

(A.14)

Therefore, altogether we have

(A.15) E

∣∣∣∣∣
∫ i∆n

(i−1)∆n

∫
|x|<∆

1/β
n

κ(x)σ̂1s−µ̃1(ds, dx)

∣∣∣∣∣ ≤ C∆
1
β
+1−ι

n , ∀ι > 0.

For the third integral on the right side of (A.13), we can decompose it as
integration with respect to µ1 and its compensated measure, and then apply
again Burkholder-Davis-Gundy inequality to get
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E

∣∣∣∣∣
∫ i∆n

(i−1)∆n

∫
|x|≥∆

1/β
n

κ(x)σ1s−µ̃1(ds, dx)

∣∣∣∣∣
≤ C

∫
|x|≥∆

1/β
n

|κ(x)|ν1(dx)E

(∫ i∆n

(i−1)∆n

|σ1s−| ds

)
≤ C∆1/β+1

n .

To continue further we denote

L̃n
s =

∫ s

(i−1)∆n

dL̃s and L
n
s =

∫ s

(i−1)∆n

dLs, s ∈ [(i− 1)∆n, i∆n].

We set under assumption B′

Y 1n
s =

∫ s

(i−1)∆n

σ̃(i−1)∆n
dWu +

∫ s

(i−1)∆n

∫
R
δ((i− 1)∆n−, x)µ̃(du, dx)

+σ̃′
(i−1)∆n−L

n
s ,

Y 2n
s = σ̃′

(i−1)∆n−L̃
n
s ,

and under assumption B

Y 1n
s =

∫ s

(i−1)∆n

σ̃(i−1)∆n
dWu and Y 2n

s =

∫ s

(i−1)∆n

∫
R
δ((i−1)∆n−, x)µ̃(du, dx).

Note that Y 1n
s is a time-homogenous martingale independent from the ran-

dom measure µ1. This follows from our assumption on µ (in the case of
assumption B′) and the fact that the Brownian motion and a homogenous
Poisson measure generate independent filtration. With this notation using
integration by parts, we have

En
i−1

(
sin
(
(2u)1/β∆−1/β

n σ(i−1)∆n−L̃
n
i∆n

)∫ i∆n

(i−1)∆n

Y 1n
s− dL̃s

)

= En
i−1

(
sin
(
(2u)1/β∆−1/β

n σ(i−1)∆n−L̃
n
i∆n

)(
L̃n
i∆n

Y 1n
i∆n

−
∫ i∆n

(i−1)∆n

L̃n
s−dY

1n
s

))
= 0,

where we made use of the independence of L̃n
s and Y 1n

s and the symmetry

of the distribution of L̃n
s . Next, under assumption B′, we have

En
i−1

(
sin
(
(2u)1/β∆−1/β

n σ(i−1)∆n−L̃
n
i∆n

)∫ i∆n

(i−1)∆n

Y 2n
s− dL̃s

)

=
σ̃′
(i−1)∆n−

2
En
i−1

(
sin
(
(2u)1/β∆−1/β

n σ(i−1)∆n−L̃
n
i∆n

)(
(L̃n

i∆n
)2 −

∫ i∆n

(i−1)∆n

κ2(x)µ̃1(ds, dx)

))
= 0,
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where we made use of Itô lemma for sin
(
(2u)1/β∆

−1/β
n σ(i−1)∆n−L̃i∆n

)
as

well as the fact that the function κ is symmetric. Finally for the case when
µ and µ are not necessarily independent (i.e., the general case of assump-
tion B), we have the following additional bound (which can be derived us-
ing the Burkholder-Davis-Gundy inequality twice and then the inequality
|
∑

i |ai||p ≤
∑

i |ai|p for any p ∈ (0, 1])

E

∣∣∣∣∣
∫ i∆n

(i−1)∆n

Y 2n
s− dL̃s

∣∣∣∣∣
β+ι

≤ CE
∫ i∆n

(i−1)∆n

∣∣∣∣∣
∫ s

(i−1)∆n

∫
R
δ(u−, z)µ̃(du, dz)

∣∣∣∣∣
β+ι

ds

≤ CE
∫ i∆n

(i−1)∆n

∣∣∣∣∣
∫ s

(i−1)∆n

∫
R
|δ(u−, z)|β∨β

′′
+ιµ(du, dz)

∣∣∣∣∣
β+ι

β∨β
′′

+ι

ds

≤ C∆
1+ β+ι

β∨β
′′

+ι
n ,

for ι > 0 sufficiently small. Thus altogether we have for ι arbitrary small
and any finite u > 0

(T∆n)
−1E

 sup
0≤u≤u

∣∣∣∣ [T/∆n]∑
i=1

En
i−1ξ

(3)
i,u (3)

∣∣∣∣
 ≤ C, under B′,

(
T∆1/(β∨β

′′
+ι)

n

)−1

E

 sup
0≤u≤u

∣∣∣∣ [T/∆n]∑
i=1

En
i−1ξ

(3)
i,u (3)

∣∣∣∣
 ≤ C, under B.

(A.16)

On the other hand using the boundedness of the sin(x) function, Itô isome-
try (note that κ(x) has bounded support and therefore

∫
R κ2(x)ν1(dx) < ∞),

and the fact that E
(∫ i∆n

(i−1)∆n
(σs − σ(i−1)∆n

)2ds
)
≤ C∆2

n, gives

(A.17) (T∆3−2/β
n )−1

[T/∆n]∑
i=1

E
(

sup
0≤u≤u

|ξ(3)i,u (3)|
2

)
≤ C, ∀u > 0.

Similar transformations yield

(A.18) (T∆2−2/β
n )−1

[T/∆n]∑
i=1

E
(

sup
0≤u≤u

|ξ(3)i,u (5)|
)

≤ C, ∀u > 0.

Combining the results in (A.8), (A.9), (A.10), (A.16), (A.17) and (A.18),
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we get

E

∣∣∣∣∣∣
[T/∆n]∑
i=1

ξ
(3)
i,u

∣∣∣∣∣∣ ≤ CT
(
| log∆n|∆1−β′/β

n ∨∆(2−2/β)
n

)
, under B′,

E

∣∣∣∣∣∣
[T/∆n]∑
i=1

ξ
(3)
i,u

∣∣∣∣∣∣ ≤ CT

(
| log∆n|∆1−β′/β

n ∨∆
(2−2/β)∧ 1

β∨β
′′
+ι

n

)
, under B.

(A.19)

2

2. Proof of Theorem 2. We follow the same steps as those for the
proof of Theorem 1. First, we can make a decomposition similar to that of

VT (X,∆n, β, u)−
∫ T
0 e−u|σt|βdt, mainly

ṼT (X,∆n, β, u)−
∫ T

0

e−u|σt|βdt =

[T/∆n]∑
i=2

(ξ̃
(1)
i,u+ξ

(2)
i−1,u+ξ̃

(3)
i,u )+

∫ T

([T∆n]−2)∆n

e−u|σs|βds,

ξ̃
(1)
i,u = ∆n

(
cos[u1/βσ(i−2)∆n−∆

−1/β
n (∆n

i L−∆n
i−1L)]− e−u|σ(i−2)∆n−|β

)
,

ξ̃
(3)
i,u = ∆n

(
cos[u1/β∆−1/β

n (∆n
i X −∆n

i−1X)]− cos[u1/βσ(i−2)∆n−∆
−1/β
n (∆n

i L−∆n
i−1L)]

)
.

Then for ξ̃
(1)
i,u we can further decompose for any t > 0

[t/∆n]∑
i=2

ξ̃
(1)
i,u =

[t/∆n]−1∑
i=2

γi,u +∆ne
−u|σ0|β/2

(
cos[u1/βσ0∆

−1/β
n ∆n

1L]− e−u|σ0|β/2
)

+∆n

(
cos[u1/βσ([t/∆n]−2)∆n−∆

−1/β
n ∆n

[t/∆n]
L]− e−u|σ([t/∆n]−2)∆n−|β/2

)
× cos[u1/βσ([t/∆n]−2)∆n−∆

−1/β
n ∆n

[t/∆n]−1L]

+ ∆n sin[u
1/βσ([t/∆n]−2)∆n−∆

−1/β
n ∆n

[t/∆n]
L] sin[u1/βσ([t/∆n]−2)∆n−∆

−1/β
n ∆n

[t/∆n]−1L],

where

γi,u = ∆n

(
cos[u1/βσ(i−2)∆n−∆

−1/β
n ∆n

i L]− e−u|σ(i−2)∆n−|β/2
)
cos[u1/βσ(i−2)∆n−∆

−1/β
n ∆n

i−1L]

+ ∆ne
−u|σ(i−1)∆n−|β/2

(
cos[u1/βσ(i−1)∆n−∆

−1/β
n ∆n

i L]− e−u|σ(i−1)∆n−|β/2
)

+∆n sin[u
1/βσ(i−2)∆n−∆

−1/β
n ∆n

i L] sin[u
1/βσ(i−2)∆n−∆

−1/β
n ∆n

i−1L].

We have

(A.20) En
i−1(γi,u) = 0, En

i−1(ξ̃
(1)
i,u )

4 ≤ C∆4
n,
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En
i−1(γi,u)

2 = ∆2
nFβ((u/2)

1/β |σ(i−2)∆n−|) cos
2[u1/βσ(i−2)∆n−∆

−1/β
n ∆n

i−1L]

+ ∆2
ne

−u|σ(i−1)∆n−|βFβ((u/2)
1/β |σ(i−1)∆n−|)

+ ∆2
n

(
1− e−u2β−1|σ(i−2)∆n−|β

2

)
sin2[u1/βσ(i−2)∆n−∆

−1/β
n ∆n

i−1L]

+ 2∆2
ne

−u|σ(i−1)∆n−|β/2 cos[u1/βσ(i−2)∆n−∆
−1/β
n ∆n

i−1L]

×
{
e−u|σ(i−1)∆n−+σ(i−2)∆n−|β/2

2
+

e−u|σ(i−1)∆n−−σ(i−2)∆n−|β/2

2

− e−u|σ(i−1)∆n−|β/2−u|σ(i−2)∆n−|β/2
}
.

(A.21)

Using the fact that the process σ is càdlàg, we finally have

[t/∆n]−1∑
i=2

En
i−1(γi,u)

2 = ∆2
nF̃β(u

1/β |σ(i−2)∆n−|) + op(1)

= ∆n

∫ t

0

F̃β(u
1/β |σs|)ds+ op(1), ∀t > 0.

(A.22)

Combining (A.20)-(A.22) and using the same steps as in the proof of Theo-
rem 1 (in particular showing the analogue of the result in (7.16) in the text),

we have the stable convergence of 1√
∆n

∑[t/∆n]
i=2 ξ̃

(1)
i,u , as a process in t for the

Skorkhod topology when ∆n → 0, to a
∫ t
0 F̃β(u

1/β|σs|)dW̃ ′
s where W̃ ′

t is a
Brownian motion defined on extension of the original probability space and
independent of the σ-filed F .

Next, 1√
∆n

∑[T/∆n]
i=2 ξ

(2)
i,u is asymptotically negligible from the proof of The-

orem 1. We are left with 1√
∆n

∑[T/∆n]
i=2 ξ̃

(3)
i,u . We make the decomposition

ξ̃
(3)
i,u =

4∑
j=1

ξ̃
(3)
i,u (j),

ξ̃
(3)
i,u (1) = −2∆n sin

(
u1/β∆

−1/β
n (∆n

i X −∆n
i−1X +∆n

i X̃ −∆n
i−1X̃)

2

)

× sin

(
u1/β∆

−1/β
n (∆n

i X −∆n
i−1X −∆n

i X̃ +∆n
i−1X̃)

2

)
,

ξ̃
(3)
i,u (2) = −u1/β∆1−1/β

n sin
(
u1/βσ(i−2)∆n−∆

−1/β
n (∆n

i L̃−∆n
i−1L̃)

)
×

(∫ i∆n

(i−1)∆n

(σs− − σ(i−2)∆n−)dL̃s −
∫ (i−1)∆n

(i−2)∆n

(σs− − σ(i−2)∆n−)dL̃s

)
,
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ξ̃
(3)
i,u (3) = ∆n cos(u

1/β∆−1/β
n σ(i−2)∆n−(∆

n
i L̃−∆n

i−1L̃)) + ∆n cos(u
1/β∆−1/β

n (∆n
i X̃ −∆n

i−1X̃))

−∆n cos(u
1/β∆−1/β

n σ(i−2)∆n−(∆
n
i L−∆n

i−1L))

−∆n cos

(
u1/β∆−1/β

n

(∫ i∆n

(i−1)∆n

σs−dL̃s −
∫ (i−1)∆n

(i−2)∆n

σs−dL̃s

))
,

ξ̃
(3)
i,u (4) = −u1/β∆1−1/β

n

(
sin(χ̃)− sin(u1/β∆−1/β

n σ(i−2)∆n−(∆
n
i L̃−∆n

i−1L̃))
)

×

(∫ i∆n

(i−1)∆n

(σs− − σ(i−2)∆n−)dL̃s −
∫ (i−1)∆n

(i−2)∆n

(σs− − σ(i−2)∆n−)dL̃s

)
,

where X̃t =
∫ t
0 αsds+

∫ t
0 σsdLs and χ̃ is between u1/β∆

−1/β
n σ(i−2)∆n−(∆

n
i L̃−

∆n
i−1L̃) and u1/β∆

−1/β
n

(∫ i∆n

(i−1)∆n
σs−dL̃s −

∫ (i−1)∆n

(i−2)∆n
σs−dL̃s

)
.

Using similar techniques as for the bounds of ξ
(3)
i,u (j) we can show that

(T | log(∆n)|∆1−β′/β
n )−1

[T/∆n]∑
i=2

E|ξ̃(3)i,u (1)| ≤ C,

(T∆1/(β∨β′′
+ι)

n )−1E

∣∣∣∣∣∣
[T/∆n]∑
i=2

En
i−1ξ̃

(3)
i,u (2)

∣∣∣∣∣∣ ≤ C, (T∆3−2/β
n )−1

[T/∆n]∑
i=2

E(ξ̃(3)i,u (2))
2 ≤ C,

(T∆3/2−1/β
n )−1

[T/∆n]∑
i=2

E|ξ̃(3)i,u (3)| ≤ C, (T∆β/2−ι
n )−1

[T/∆n]∑
i=2

E|ξ̃(3)i,u (4))| ≤ C.

Therefore, 1√
∆n

∑[T/∆n]
i=2 ξ̃

(3)
i,u is asymptotically negligible under the condi-

tions of the Theorem when ∆n → 0 and T is fixed. 2

3. Proof of Theorem 4. Part (a). Given Theorem 3, we need to

prove that the difference
√
T
(
L̂
β̂
(u)− L̂β(u)

)
is asymptotically negligible.

We have∣∣∣L̂β̂
(u)− L̂β(u)

∣∣∣ ≤ 1

(β∗)2
| log(2u/∆n)|(∆n/(2u))

−1/β∗+1/β(β̂ − β)

× ∆n

T

[T/∆n]∑
i=1

| sin
(
(2u)1/β

∗
∆−1/β∗

n ∆n
i X
)
(2u)1/β∆−1/β

n ∆n
i X|,

where β∗ is between β and β̂. Then, using the integrability of the absolute
values of the increments ofX and also the fact that β > 1, and upon applying
Markov’s inequality, we get

P

∆n

T

[T/∆n]∑
i=1

| sin
(
(2u)1/β∆−1/β∗

n ∆n
i X
)
(2u)1/β∆−1/β

n ∆n
i X| > | log(∆n)|

→ 0.
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Since β̂ − β = op (1), we have P
(∣∣∣ 1

β̂
− 1

β

∣∣∣ > α/2
)
→ 0. Taking into account

the assumed rate of convergence of β̂ the result follows.
Part (b). In the case when β̂ uses an initial part of the sample (with fixed
span) that is used in the construction of VT (X,∆n, β, u), we can replace the
latter with the same statistic but using only that part of the sample that is
not used in the calculation of β̂. Since the time span of the sample used in
the calculation of β̂ is fixed, this will have no asymptotic effect. Therefore,
it is sufficient to consider only the case when β̂ uses only information before
the beginning of the sample and we do so in the proof of the theorem.

First, since β̂
P−→ β, it is no limitation to restrict attention on the set

for which |1/β̂ − 1/β| < ϵ/2 for some arbitrary small ϵ > 0. Then, using the
proof of Theorem 3 and notation of that proof, we can write for arbitrary
small ι > 0

√
T L̂β(u)−

1√
T

[T/∆n]∑
i=1

cos
(
(2u)1/β∆−1/β

n σ(i−1)∆n−∆
n
i L
)

= op

(√
T∆(1−β′/β−ι)∧(2−2/β)∧1/2

n

)
.

Similar, using successive conditioning on the set of data used in the estima-
tion of β̂, we can write

√
T L̂

β̂
(u)− 1√

T

[T/∆n]∑
i=1

cos
(
(2u)1/β̂∆−1/β̂

n σ(i−1)∆n−∆
n
i L
)

= op

(√
T∆(1−β′/β−ι−ϵ)∧(2−2/β−ϵ)∧1/2

n

)
,

for ϵ defined above. Thus, we need to find the asymptotic limit of

∆n√
T

[T/∆n]∑
i=1

(
cos
(
(2u)1/β̂∆−1/β̂

n σ(i−1)∆n−∆
n
i L
)
− cos

(
(2u)1/β∆−1/β

n σ(i−1)∆n−∆
n
i L
))

= −(∆n/(2u))
1/β−1/β∗ ∆n log(2u/∆n)√

T (β∗)2

(
β̂ − β

)
×

[T/∆n]∑
i=1

{
sin
(
(2u)1/β

∗
∆−1/β∗

n σ(i−1)∆n−∆
n
i L
)
σ(i−1)∆n−(2u)

1/β∆−1/β
n ∆n

i L
}
,

where we used a first-order Taylor expansion around the true value β and
we further denoted with β∗ some value between β̂ and β. The proof consists
of the following steps.
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Step 1. We show

∆n

T

[T/∆n]∑
i=1

{
sin
(
(2u)1/β∆−1/β

n σ(i−1)∆n−∆
n
i L
)
(2u)1/βσ(i−1)∆n−∆

−1/β
n ∆n

i L
}

P−→ E(Gβ(u
1/β|σt|)).

First upon differentiating in u both sides of the identity E(cos((2u)1/βL)) =
e−u, and using the self-similarity of the stable process, we easily have

En
i−1

(
sin
(
(2u)1/β∆−1/β

n σ(i−1)∆n−∆
n
i L
)
(2u)1/β∆−1/β

n σ(i−1)∆n−∆
n
i L
)

= Gβ(u
1/β|σ(i−1)∆n−|).

From here using the fact that the function Gβ(x) is differentiable (in x),
assumption B, the ergodicity of σt combined with a law of large numbers,
we get

∆n

T

[T/∆n]∑
i=1

En
i−1

(
sin
(
(2u)1/β∆−1/β

n σ(i−1)∆n−∆
n
i L
)
(2u)1/β∆−1/β

n σ(i−1)∆n−∆
n
i L
)

P−→ E(Gβ(u
1/β |σt|)).

The result then follows using Theorem VIII.2.29 of [1] and the fact that for
some 1 < p < β we have

E
∣∣∣sin((2u)1/β∆−1/β

n σ(i−1)∆n−∆
n
i L
)
σ(i−1)∆n−∆

−1/β
n ∆n

i L
∣∣∣p ≤ C.

Step 2. We have

∆
1+α−ϵ/2
n | log(∆n/2u)|√

T

[T/∆n]∑
i=1

{(
sin
(
(2u)1/β

∗
∆−1/β∗

n σ(i−1)∆n−∆
n
i L
)

− sin
(
(2u)1/β∆−1/β

n σ(i−1)∆n−∆
n
i L
))

σ(i−1)∆n−∆
−1/β
n ∆n

i L

}
P−→ 0.

(A.23)

First, we can write for some 1 < p < β∣∣∣sin((2u)1/β∗
∆−1/β∗

n σ(i−1)∆n−∆
n
i L
)
− sin

(
(2u)1/β∆−1/β

n σ(i−1)∆n−∆
n
i L
)∣∣∣

≤ 2
∣∣∣sin(0.5((∆n/(2u))

−1/β∗ − (∆n/(2u))
−1/β)σ(i−1)∆n−∆

n
i L
)∣∣∣

≤ C|(∆n/(2u))
−1/β∗+1/β − 1|p−1|∆−1/β

n ∆n
i L|p−1,
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where we have made use of | cos(x)| ≤ 1 and the property | sin(x)| ≤
| sin(x)|p−1 ≤ |x|p−1 since 0 < p− 1 < 1. Then we have

∆n

T

∣∣∣∣ [T/∆n]∑
i=1

{(
sin
(
(2u)1/β

∗
∆−1/β∗

n σ(i−1)∆n−∆
n
i L
)
− sin

(
(2u)1/β∆−1/β

n σ(i−1)∆n−∆
n
i L
))

× σ(i−1)∆n−∆
−1/β
n ∆n

i L

}∣∣∣∣
≤ C|(∆n/(2u))

−1/β∗+1/β − 1|p−1 × ∆n

T

[T/∆n]∑
i=1

|σ(i−1)∆n−∆
−1/β
n ∆n

i L|p.

(A.24)

The second term above converges in L1 norm. Now, using Taylor expansion

we have |(∆n/(2u))
−1/β∗+1/β − 1| ≤ C| log(∆n/2u)|∆−ϵ/2

n |β∗ − β|. Then we
can choose p = β − ι for ι > 0 sufficiently small in (A.24) and taking into
account T∆n → 0 as well as α > 1/(2β) we have the result in (A.23)
provided ϵ > 0 is chosen sufficiently small.
Step 3. The result of the theorem follows by taking into account that

(∆n/(2u))
1/β−1/β∗

= 1 + (β∗ − β)
(∆n/(2u))

1/β−1/β∗∗

(β∗∗)2
log(2u/∆n),

where β∗∗ is between β∗ and β, and the fact that β̂ − β = op(∆
α
n) for some

α > 0.
Part (c). Given the result of Step 1 above, the only thing that remains to
be proved is

∆n

T

[T/∆n]∑
i=1

(
∆−1/β

n ∆n
i X sin((2u)1/β∆−1/β

n ∆n
i X)

− σ(i−1)∆n−∆
−1/β
n ∆n

i L sin((2u)1/βσ(i−1)∆n−∆
−1/β
n ∆n

i L)

)
P−→ 0.

For this we need only use the following algebraic inequality for ∀x, y ∈ R

|x sin(x)− y sin(y)| ≤ |x− y|+ |y sin((x− y)/2)|,

with x = ∆
−1/β
n ∆n

i X and y = ∆
−1/β
n σ(i−1)∆n−∆

n
i L, Hölder inequality, the

fact that E|L|p < ∞ for p < β, and the following basic inequalities

∆−1/β
n E

∣∣∣∣∆n
i X −

∫ i∆n

(i−1)∆n

∫
R
σs−xµ1(ds, dx)

∣∣∣∣ ≤ C∆1−1/β
n ,

∆−1/β
n E

∣∣∣∣ ∫ i∆n

(i−1)∆n

(σs− − σ(i−1)∆n−)xµ̃1(ds, dx)

∣∣∣∣ ≤ C∆1+β/2−1/β−ϵ
n ,

where ϵ > 0 is arbitrary small. 2
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3.1. Proof of Theorem 5. We first show that θ̂ is consistent estimator of
θ0. We have
(A.25)

sup
θ

∣∣∣∣∣
∫
R+

(
L̂β(u)− Lβ(u; θ)

)2
κ(u)du−

∫
R+

(Lβ(u)− Lβ(u; θ))
2
κ(u)du

∣∣∣∣∣ P−→ 0.

Denote umax = sup{u : κ(u) > 0} which is finite due to the assumption of
the theorem. Then, using Theorem 3, we have uniformly in θ

(A.26)

∫
R+

(
L̂β(u)− Lβ(u; θ)

)2
1{u≤umax}(κ̂(u)− κ(u))du

P−→ 0.

Next, using the boundedness of
(
L̂β(u)− Lβ(u; θ)

)
and the property of the

kernel κ̂, we have∫
R+

(
L̂β(u)− Lβ(u; θ)

)2
1{u>umax}κ̂(u)du ≤

∫
u>umax

κ̂(u)du

≤ C sup
u>umax

u2+ικ̂(u)
P−→ 0.

(A.27)

This obviously holds uniformly in θ. Combining the results together with
the fact that

∫
R+

(Lβ(u)− Lβ(u; θ))
2 κ(du) is uniquely minimized at θ = θ0,

we have that θ̂
P−→ θ0.

Given the established consistency, with probability approaching 1, θ̂ solves∫
R+

(
L̂β(u)− Lβ(u; θ)

)
∇θLβ(u; θ)κ̂(u)du = 0.

Therefore, with probability approaching 1, we have

√
T
(
θ̂ − θ0

)
= Ĥ−1Ê,

where

Ĥ = −
∫
R+

(
L̂β(u)− Lβ(u; θ̃)

)
∇θθ′Lβ(u; θ̃)κ̂(u)du+

∫
R+

∇θLβ(u; θ)∇θLβ(u; θ)
′κ̂(u)du,

Ê =
√
T

∫
R+

(
L̂β(u)− Lβ(u; θ0)

)
∇θLβ(u; θ0)κ̂(u)du,

with θ̃ being a number between θ̂ and θ0. Then, using exactly the same
decomposition as in (A.25)-(A.27) and Theorem 3, we can show (since θ̂ is
consistent for θ0, with probability approaching we have 1 θ̂ ∈ Θl)

(A.28) Ĥ
P−→

∫
R+

∇θLβ(u; θ)∇θLβ(u; θ)
′κ(u)du.
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Hence we are left with showing

(A.29) Ê
L−→ Ξ1/2E′.

Using Theorem 3, we have

√
T

∫
R+

(
L̂β(u)− Lβ(u; θ0)

)
∇θLβ(u; θ0)κ(u)du

L−→ Ξ1/2E′.

Finally, we can write

√
T

∣∣∣∣∫
R+

(
L̂β(u)− Lβ(u; θ0)

)
∇θLβ(u; θ0)(κ̂(u)− κ(u))du

∣∣∣∣
≤ C sup

u>umax

u2+ι|κ̂(u)− κ(u)|
√
T

∫
R+

(
L̂β(u)− Lβ(u; θ0)

) ∇θLβ(u; θ0)

u2+ι
du.

The first term on the right hand side of the above is asymptotically negligible
from the assumption of the theorem, while for the second one we can use the
decomposition and the corresponding bounds in Section 1 of this supplement
to show that it converges either in L1 or in L2 to a constant. 2
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