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Abstract—This paper addresses a correlation based nearest neighbor pattern recognition problem where each class is given as a collection of subclass templates. The recognition is performed in two stages. In the first stage the class is determined. Templates for this stage are created using the subclass templates. Assignment into subclasses occurs in the second stage. This two stage approach may be used to accelerate template matching. In particular, the second stage may be omitted when only the class needs to be determined.

We present a method for optimal aggregation of subclass templates into class templates. For each class, the new template is optimal in that it maximizes the worst case (i.e., minimum) correlation with its subclass templates. An algorithm which solves this maximin optimization problem is presented and its correctness is proved. In addition, test results are provided, indicating that the algorithm’s execution time is polynomial in the number of subclass templates.

We show tight bounds on the maximin correlation. The bounds are functions only of the number of original subclass templates and the minimum element in their correlation matrix.

The algorithm is demonstrated on a multifont optical character recognition problem.

Index Terms—Pattern recognition, nearest neighbor, template matching, correlation, maximin, minimax, clustering, multifont optical character recognition.

I. INTRODUCTION

Pattern recognition often involves the assignment of a pattern, represented by a vector of measured features, to one of \( N \) classes using a library of pre-classified vectors which are known as template vectors. In optical character recognition, for example, a class could correspond to one letter of the alphabet. A commonly used approach, known as nearest-neighbor recognition [2], [5], [6] assigns the input vector to the class whose template vector is most “similar” to it. Different functions are described in the literature to measure similarity [5], [6], [10], [25], [26]. In particular, the correlation operator (normalized scalar product) is used in many image analysis applications [1], [11], [15], [20], [23] where invariance to intensity scaling is desirable. With this measure, the input and the template having the largest correlation are nearest neighbors. The value of this correlation may be used to indicate a confidence level in the classification decision.

With multiple-subclass pattern recognition some or all of the classes are represented by more than one template, each representing a different subclass. The major discrepancies between the different templates of a class are not due to random effects such as noise but, rather, each template represents a different subclass. To continue the example of optical character recognition, the class representing a letter could be composed of several subclasses, each corresponding to a different style or font. Font variations due to different printer makes can also be interpreted as different subclasses.

Directly implementing the nearest neighbor algorithm based on all of the original templates becomes computationally intensive as the number of subclasses increases. It is therefore advantageous to approach the problem in two stages [8], [16], [21], [24], [27]. The class is determined first, subsequently allowing a more efficient recognition of the subclass. The first stage is performed without using the subclass information. Therefore, for each class, we are interested in aggregating the templates of its subclasses into a single template representative of the class. This paper addresses the problem of the construction of the optimal aggregate template, using correlation as a similarity measure.

Our approach is based on the following premise: the aforementioned aggregation results in a loss of information which translates into a risk of increased probability of error, i.e., incorrect classification. The incurred risk may vary from subclass to subclass. For each class we would like to choose a representative template which insures a minimal worst case risk over all of its subclasses. In other words, we wish to find the template which minimizes the maximum risk. Depending on the particular probability distributions, the probability of error is assumed to be monotonically decreasing with the correlation with the nearest-neighbor template. For example, for additive Gaussian noise this relationship is exponential. Therefore, the desired representative template vector maximizes the minimum correlation with the templates it replaces.

An optical character recognition example is used to illustrate this concept. Fig. 1 depicts 11 sentences, each printed in one of 11 common English fonts. The printout was scanned at 400 dots per inch to create a 3000 by 3000 matrix of gray scale values in the range of 0 to 255, which was then segmented into 339 isolated character matrices. Each character matrix was scaled to have a second moment of 10, and translated to have its center of mass at the center of a 50 by 50

\(^1\) A class may be represented by more than one template. In this case, the class is partitioned into clusters of subclass templates, which are separately aggregated.
matrix. The columns of each resultant matrix were concatenated to form a 2500 element vector which represents the normalized optical measurements of its respective printed character.

In addition, a complete set of the English alphabet was printed 11 times, each time using a different one of the 11 fonts, and the same segmentation and normalization procedure was used to generate a set of 11 templates for each character. Next, for each character, the maximin template was computed from its 11 template vectors. These maximin templates were then used for correlation based nearest neighbor recognition of the characters of Fig. 1. All 339 characters were recognized correctly. For comparison, the recognition was repeated, this time with each maximin template vector being replaced by the arithmetic mean of the 11 template vectors which were used to compute it. This time, only 329 out of the 339 characters were recognized correctly.

In the next section, we state the formulation of the maximin aggregation problem. In Section III, we present a fast algorithm that computes the solution of the maximin problem. Section IV establishes a series of properties of the solution which enable us to show the correctness of the algorithm. Also, upper and lower bounds on the maximin correlation are derived. In Section V, we show the equivalence of the maximin correlation problem to a quadratic program. We discuss the computational performance of the algorithm in Section VI. Tests show that the algorithm is polynomial in the number of templates. As a demonstration, the algorithm is applied to multifont optical character recognition in Section VII. Finally, we conclude in Section VIII.

II. PROBLEM FORMULATION

Since the nearest neighbor is determined based on the correlation operator, without loss of generality all template and input vectors may be scaled to unit norm. Now the correlation is reduced to an inner product, and the domain of vectors is restricted to the surface of the unit hypersphere. To gain further insight we can also use the fact that the correlations are monotonically decreasing with distances or angles. Then, by visualizing the surface of the unit hypersphere as a plane (Fig. 2), the problem becomes more intuitive. Fig. 3 uses this visualization to illustrate a three-class multiple subclass example where 15 templates are aggregated into three representative templates. Note that all the points in the figure are in reality on the surface of the hypersphere.

Following normalization, we can formulate the problem for a single class containing \( m \) subclasses as follows:

Given a set \( S = \{ t_1, t_2, t_3, \cdots, t_m \} \) of \( m \) template column vectors in \( \mathbb{R}^n \) (all vectors are assumed to be column vectors in \( \mathbb{R}^n \) unless noted otherwise), we will make use of the following assumptions:

- A1. The vectors in \( S \) are linearly independent.
- A2. For all \( t_i \in S \) we have \( \| t_i \| = 1 \).
- A3. For all \( t_{i1}, t_{i2} \in S \) we have \( t_{i1} \cdot t_{i2} \geq 0 \).

In practical settings \( n \) is large such that the probability of having two linearly dependent vectors is negligible which is assumed in A1. Assumption A2 represents the scaling of the templates due to normalization. Because \( t_{i1}, t_{i2} \) represent subclass templates of the same class, one can reasonably expect them to have a non-negative correlation as in A3.

We wish to find a vector \( t_M \in \mathbb{R}^n \) which solves the following optimization problem

\[
  t_M = \arg \max_{t \in S} \min_{i \in S} t_i \cdot t.
\]

We will denote the optimal objective value by \( \rho_M \) and the objective function being maximized by

\[
  F(t) = \min_{i \in S} t_i \cdot t.
\]

We note that the unit hypersphere is a compact set on which \( F(t) \) is bounded. Therefore, \( t_M \) and \( \rho_M \) exist, and the problem is well posed. Furthermore, we will show that the solution \( t_M \) is unique.

It will be convenient to introduce the following quantities:

- \( T \), the \( n \times m \) matrix with template \( t_i \) as its \( i \)-th column vector;
- \( C = TT^T \), the \( m \times m \) symmetric correlation matrix ; and \( r \), a column vector of all ones ("summer vector.");
- \( \epsilon \), \( T \bullet r \).

Transposes are denoted by primes. The minimum (maximum) element of a vector or matrix \( A \) will be denoted by \( \min A \) (max \( A \)). Given sets \( A \) and \( B \), the set \( \{ x : x \in A \text{ and } x \notin B \} \) will be denoted by \( A - B \).

III. SOLUTION OF THE MAXIMIN CORRELATION PROBLEM

In this section, we state the main result of the paper, the solution to the maximin correlation problem. The mathematical infrastructure developed in sections IV.A and IV.B will lead to the proof of the main result in section IV.C.
**Theorem 1 (Main Result):** The following algorithm computes $t_m$ and $\rho M$ in a finite number of iterations.

Step 1: Let $t = \frac{T_e}{1/e}$, where $e$ is the $m$-dimensional summer vector. Let $\Sigma = \arg \min_{t \in \Sigma} t \cdot t^T$.

Step 2: a) Let $E^*(\Sigma) = \frac{T_e^T C \cdot C^T e}{\sqrt{e^T C \cdot C^T e}}$, where $T_e$ is the $n \times k$ matrix whose columns are the template vectors contained in the set $\Sigma$, $C_e = T_e^T T_e$, and $e$ is the $k$-dimensional summer vector. If $t = E^*(\Sigma)$, go to step 4.

b) Let $\lambda = \frac{e(t \cdot t)}{(t \cdot t)(t \cdot e)}$, where $t$ is any template in $\Sigma$, and $t \in \Sigma$. If any $\lambda_i$ satisfies $0 < \lambda_i < 1$, then let $\lambda_{\text{min}} = \min_{0 < \lambda_i < 1}$, otherwise let $\lambda_{\text{min}} = 1.$

Fig. 2. Looking at the hypersphere's surface as a plane.

Fig. 3. Conceptual illustration of multiple subclass maximin correlation.
Let \( t = \frac{\lambda_{\min} E^* \Sigma + (1 - \lambda_{\min}) t}{\lambda_{\min} E^* \Sigma + (1 - \lambda_{\min}) t} \).

c) Let \( \Sigma = \arg \min_{t, \Sigma \in \mathcal{S}} t \cdot t^\top. \)

If \( \lambda_{\min} = 1 \) (i.e., if \( t = E^* \Sigma \)) then go to step 3, otherwise go to 2a.

Step 3: If \( w^* \geq 0 \), where \( w^* = C_*^{-1} c \), go to step 4.

Otherwise, let \( i \) be any index that satisfies \( w_i^* = \min w^* \), let \( \hat{\Sigma} = \Sigma - (t_i, t_i) \), and go to step 2.

Step 4: The solution is \( t^*_M = t \) and \( \rho^*_M = \min T^* t^*_M \). Terminate the algorithm.

IV. PROPERTIES OF THE SOLUTION

A. Equicorrelated Points Set \( E(\Sigma) \)

We will show that there exist at least two template vectors \( t_i \) and \( t_j \) such that \( t_i \cdot t_j = t^*_M \cdot t_j \). We say that \( t^*_M \) is equicorrelated to \( t_i \) and \( t_j \). In order to facilitate the exposition we introduce the following definitions.

**Definition:** Given a subset \( \Sigma \subseteq S \) of \( k \) + 1 template vectors, the set \( E(\Sigma) \) of their equicorrelated points is

\[
E(\Sigma) = \left\{ t \in \mathbb{R}^n : \forall i, 1 \leq i \leq k, t \cdot t_i = t_i \cdot t_\Sigma \right\}.
\]  

If \( k = 1 \), then \( E(\Sigma) = \mathbb{R}^n \).

Let \( T_\Sigma \) be the \( n \times k \) matrix whose columns are the template vectors in \( \Sigma \). For any \( t \in E(\Sigma) \) there exists a scalar \( \rho \) such that

\[
T_\Sigma^2 t = \rho e.
\]

Because \( T_\Sigma \) has rank \( k \) (assumption A1) and \( t = 0 \) is in \( E(\Sigma) \), it follows that \( E(\Sigma) \) is a linear subspace of dimension \( n - k + 1 \). Hence, \( t \) can be expressed as \( t = t_i + t_\perp \) where \( t_\perp \) is in the span of \( \Sigma \) and \( t_\perp \) is in its null space. In other words, there exists a \( k \)-element vector \( w \) such that \( t_i = T_\Sigma w \) and \( T_\Sigma^2 t_\perp = 0 \). From (4) it follows that

\[
E(\Sigma) = \left\{ t \in \mathbb{R}^n : t = \rho T_\Sigma C_\Sigma^{-1} e + t_\perp, \rho \in \mathbb{R} \quad \text{and} \quad T_\Sigma^2 t_\perp = 0 \right\}
\]  

where \( C_\Sigma = T_\Sigma^2 T_\Sigma \). Note that the parameter \( \rho \) is the scalar product of \( t \) with the template vectors in \( \Sigma \).

**Definition:** Given a subset \( \Sigma \subseteq S \) of \( k \) template vectors, its optimally equicorrelated point \( E^*(\Sigma) \) is defined as

\[
E^*(\Sigma) = \arg \max_{t \in E(\Sigma)} \left\{ \| t \cdot t_\Sigma \| \right\}.
\]

Because the feasible set \( \{ t \in \mathbb{R}^n : t \in E(\Sigma), \| t \| = 1 \} \) is non-empty (since \( n - k + 1 > 0 \)) and compact, and \( t \cdot t_\Sigma \) is bounded on this set, a maximum exists. The following lemma shows that this maximum is unique.

**Lemma 1:** The optimally equicorrelated point of \( \Sigma \) is

\[
E^*(\Sigma) = \rho_*^* T_\Sigma C_\Sigma^{-1} e,
\]

where \( \rho_*^* = (e^* C_\Sigma^{-1} e)^{-1/2} \).

**Proof:** Using (5), (6) is equivalent to

\[
\rho_*^* = \arg \max_{\rho \in \mathbb{R}} \left\{ \rho^* e^* C_\Sigma^{-1} e + \| t \| \right\} = 1.
\]

Clearly the maximum is obtained when \( t_\perp = 0 \), from which Lemma 1 follows.

Fig. 4(a) shows the equicorrelated points set and the optimally equicorrelated point for a simple case of two template vectors. Fig. 4(b) is the planar visualization of Fig. 4(a).

B. Necessary and Sufficient Conditions

The following two lemmas are needed to derive the necessary and sufficient conditions for the solution of the maximin problem.

**Lemma 2:** (Extension of Minimum to Neighborhood)

Given a vector \( t_0 \in \mathbb{R}^n \) and a subset of template vectors \( \Sigma = \{ t_i \in S : F(t_i) = t_0 \cdot t_i \} \) where \( F(t) \) is defined in (2), there exists an \( \varepsilon > 0 \) such that

\[
\forall t \in \mathbb{R}^n : \| t - t_0 \| < \varepsilon \Rightarrow F(t) = \min_{t \in \mathbb{T}_0} \| t - t_0 \|.
\]

Note that by definition \( F(t_0) = \arg \min_{t \in \mathbb{T}_0} \| t - t_0 \| \), so the claim of the lemma is that in an \( \varepsilon \)-neighborhood of \( t_0 \) the minimization need only be carried out over the subset \( \Sigma \). In other words, at a small enough distance from \( t_0 \), the template vectors with the smallest correlation are still in the subset of template vectors with the smallest correlation to \( t_0 \).

**Proof:** If \( \Sigma = S \), the lemma is trivial. Therefore, we will consider only proper subsets in which we let \( \Delta = \min_{t \in \mathbb{T}_0} \{ t_0 \cdot t_j \} - F(t_0) \), where \( S - \Sigma = \{ t_i \in S : t_i \notin \Sigma \} \).

From the assumptions of the lemma, it is clear that \( \Delta > 0 \). Setting \( \varepsilon = \Delta / 3 \), we have that

\[
\forall t \in \mathbb{R}^n : \| t - t_0 \| < \varepsilon \Rightarrow \| t - t_0 \| \leq \| t - t_0 \| < \Delta / 3,
\]

for any \( t \in \mathbb{S} \), which implies that

\[
t_0 \cdot t - \Delta / 3 < t \cdot t_0 < t_0 \cdot t + \Delta / 3.
\]

If \( t_0 \in \Sigma \), the right inequality implies that \( t \cdot t_0 < F(t_0) + \Delta / 3 \). Otherwise, the left inequality yields \( t \cdot t_0 > \min_{t_i \in \mathbb{T}_0} \{ t_0 \cdot t_i \} - \Delta / 3 = F(t_0) + \Delta / 3 \). Therefore, we must have that

\[
F(t) = \min_{t \in \mathbb{T}_0} \{ t \cdot t_0 \}.
\]

We will now show that the vector \( t^*_M \) which solves the maximin problem (1) must belong to the equicorrelated point set of at least two of the template vectors and that the remaining (if any) template vectors will have a higher correlation with \( t_M \).

**Lemma 3:** (Weak Version of Necessary Conditions) If \( t^*_M \) is a solution of the maximin problem (1), then there exists a subset \( \Sigma \subseteq S \) of at least two template vectors such that:
and the correlation of the remaining (if any) template vectors with \( \tau_M \) is strictly greater than \( \rho_M \):

\[
\forall t \in S - \Sigma \text{ and } \forall t_\sigma \in \Sigma; \rho_M = \tau_M \cdot t_\sigma < \tau_M \cdot t,
\]

(11)

**Proof (by contradiction):** Assume there is a unique index \( i^* \), such that \( \rho_M = F(t_M) = \tau_M \cdot t_{i^*} \). According to Lemma 2, there exists an \( \varepsilon \)-neighborhood of \( \tau_M \) in which for all \( t \), \( F(t) = t \cdot t_{i^*} \).

Let \( t_\delta = \alpha(t_M + \delta t_{i^*}) \), where \( \alpha = \left(1 + \delta^2 + 2\delta t_M \cdot t_{i^*}\right)^{-1/2} \). For a small \( \delta > 0 \), the vector \( t_\delta \) will be in this \( \varepsilon \)-neighborhood, so

\[
F(t_\delta) = t_\delta \cdot t_{i^*} = \alpha(t_M \cdot t_{i^*} + \delta t_{i^*}^2).
\]

Unless in the trivial case where \( S = \Sigma = \{t_{i^*}\} \), we have that \( 0 < \rho_M = \tau_M \cdot t_{i^*} < 1 \), in which case it is easy to show that \( F(t_\delta) > \rho_M \). Together with the fact that \( \|t_\delta\| = 1 \), this contradicts the optimality of \( \tau_M \) which proves Lemma 3.


We are now in the position to prove a stronger and more useful version of Lemma 3 which states that the vector \( \tau_M \) which solves the maximin problem (1) must be the optimally equicorrelated point of a subset \( \Sigma \subseteq S \).

**Theorem 2:** (Necessary Conditions) If \( \tau_M \) is a solution of the maximin problem (1), then there exists a subset \( \Sigma \subseteq S \) of at least two template vectors such that:

\[
\tau_M = E^*(\Sigma),
\]

(12)

and the correlation of the remaining (if any) template vectors with \( \tau_M \) is strictly greater than \( \rho_M \).

**Proof (by contradiction):** Assume that there is no subset \( \Sigma \) such that \( \tau_M = E^*(\Sigma) \). We know from Lemma 3 that there exists a subset \( \Sigma \) such that \( \tau_M \in E(\Sigma) \) and we know from Lemma 1 that \( E^*(\Sigma) \) exists. Analogous to the proof of Lemma 3, let \( t_\delta = \alpha(t_M + \delta E^*(\Sigma)) \), where \( \alpha = \left(1 + \delta^2 + 2\delta \tau_M \cdot E^*(\Sigma)\right)^{-1/2} \). Using Lemma 2, we have that for small \( \delta > 0 \), \( F(t_\delta) = t_\delta \cdot t_{i^*} = \alpha(t_M \cdot t_{i^*} + \delta \rho_M^2) \), where \( t_{i^*} \in \Sigma \) and \( \rho_M^2 \) is defined in Lemma 1. Because \( \tau_M \in E(\Sigma) \), \( \tau_M \neq E^*(\Sigma) \), and \( t_{i^*} \in \Sigma \), the definition of \( E^*(\Sigma) \) implies that \( \tau_M \cdot t_{i^*} < E^*(\Sigma) \cdot t_{i^*} \), and also \( \tau_M \cdot E^*(\Sigma) < 1 \) (because \( \tau_M \neq E^*(\Sigma) \)). Using these strict inequalities, it is easy to show that \( F(t_\delta) > F(t_M) \), which contradicts the optimality of \( \tau_M \). □

In the example shown in Fig. 5, the necessary conditions are fulfilled with \( \Sigma = \{t_1, t_2\} \). In this planar visualization, \( t_5 \) is inside the circle, illustrating the fact \( E^*(\{t_1, t_2\}) \cdot t_5 < E^*(\{t_1, t_2\}) \cdot t_1 < E^*(\{t_1, t_2\}) \cdot t_2 < E^*(\{t_1, t_2\}) \cdot t_3 \).

**Corollary:** The maximin solution \( \tau_M \) is unique.

**Proof:** Since \( F(t) \) is concave, and \( \|t\| \leq 1 \) is a convex set, the solution of the maximin problem is a convex set in \( \mathbb{R}^m \). Therefore, the solution set has either a single or an uncountable number of points. From Theorem 2 we know that \( \rho_M \) can be achieved by at most \( 2m - m - 1 \) vectors. Thus \( \tau_M \) must be unique. □

**Lemma 4:** Given \( F(t) = \min \|T_y \| \) and a unit vector \( x \in \text{span}(\Sigma) \), then, for any unit-length \( y \) in the \( \varepsilon \)-neighborhood of \( x \), we can find a unit-length \( z \in \text{span}(\Sigma) \), also in the neighborhood, such that \( F(z) \geq F(y) \).
We will now examine the changes in $F(t)$ as a function of $w$. Let $\delta_w = w - w^\star$, where $\|\delta_w\|$ can be chosen small enough to insure that $\|t - t^\star\| < \epsilon$. For each $t_\sigma \in \Sigma$ we define a function $f_\sigma = t_\sigma^T T_2 w$. When $w$ changes by $\delta_w$, $f_\sigma$ changes by $t_\sigma^T T_2 \delta_w$. Noting that $t_\sigma^T T_2$ is the $\sigma$th row of $C_2$, the changes in all $f_\sigma$’s can be represented as $C_2 \delta_w$. In order for $F(t)$ to increase as a result of the change $\delta_w$ we must have:

$$b > 0 \text{ where } b = C_2 \delta_w,$$

(14)

because when $w = w^\star$, all $f_\sigma$ are equal and must all increase in order for $\min f_\sigma$ to increase.

The vector $\delta_w$ cannot be arbitrarily arbitrary. Any $w$ must satisfy (13). Substituting $w = w^\star + \delta_w$ in (13) we get

$$2 \delta_w^T C_2 w^\star = - \delta_w^T C_2 \delta_w.$$

Since $C_2$ is positive definite, we obtain

$$\delta_w^T C_2 \delta_w < 0.$$

Substituting $\delta_w = C_2^{-1} b$ yields

$$b^T w^\star < 0.$$

(15)

Using (14) and (15), we can prove the two implications stated in the theorem:

From (14), we must have $b > 0$ to have an increase in $F(t)$. If in addition $w^* \geq 0$, then (15) does not hold, and we must have $t^* = t_M$.

On the other hand, suppose that $t^* = t_M$, and at least one component of $w^*$ is negative. Then it is possible to find a vector $b > 0$ such that (15) holds. We can then determine the corresponding $\delta_w = C_2^{-1} b$, since $C_2$ is non-singular. Thus, we get the contradictory statement $t^* \neq t_M$, and we must have $w^* \geq 0$. □

Theorem 3: (Necessary and sufficient conditions) Given $t^* = E*(\Sigma)$, which satisfies the necessary conditions of Theorem 2, then $t^* = t_M$ if and only if $C_2^{-1} \geq 0$.

Proof: Since $F(t)$ is concave, in order to show that $t^* = t_M$, it is sufficient to show that given an $\epsilon$-neighborhood of $t^*$, we cannot find a $t$ in this neighborhood such that $F(t) > F(t^*)$.

Using Lemma 2, we can choose an $\epsilon$ such that for any $t$, if $\|t - t^*\| < \epsilon$, then $F(t) = F_\epsilon(t) = \min T_c$. From Lemma 4 we know that in order to find a $t$ in the $\epsilon$-neighborhood of $t^*$ such that $F(t) > F(t^*)$, we only have to consider $t \in \text{span}(\Sigma)$. Therefore, there exists a unique $w$ such that $t = T_c w$, and a unique $w^*$ such that $t^* = T_c w^*$. Since $\|\| = 1$, it follows that:

$$w^T C_2 w = 1.$$

(13)

In Fig. 6, both $E*(\{t_1, t_3\})$ and $E*(\{t_1, t_2, t_3\})$ satisfy the necessary conditions. In the planar visualization shown in the figure, $E*\{t_1, t_3\}$ appears inside the convex hull of $t_1$ and $t_3$. 

Fig. 6. Sufficient conditions.
This represents the fact that in reality it is inside their convex cone, thus satisfying the sufficient conditions. \( E^*(\{t_1, t_2, t_3\}) \), however, appears outside the convex hull of \( t_1, t_2, \) and \( t_3 \) in this two dimensional representation, and is therefore outside their convex cone in higher dimensions, thus violating the sufficient conditions. Since the other two candidates, \( E^*(\{t_1, t_2\}) \) and \( E^*(\{t_2, t_3\}) \) (not shown in Fig. 6) do not satisfy the necessary conditions, we must have \( t_{st} = E^*(\{t_1, t_2\}) \).

We are now in a position to show that the Algorithm of Section III is correct.

C. Explanation and Proof of the Algorithm

The algorithm is based on the following approach. The initial value of \( t \) is used to find an improved \( t \) which is guaranteed to satisfy the weak necessary conditions (Lemma 3), i.e., \( t \in E(\Sigma) \), and \( t \cdot \tau > t \cdot t_i \) for \( t_i \in \Sigma \), and \( t_i \in \Sigma - \Sigma \). The repeated iterations of step 2 are attempts to strengthen the conditions to those of Theorem 2. A "line" search (actually a great arc on the unit hypersphere) is performed between \( t \) and \( E^*(\Sigma) \), the optimally equi-correlated point of \( \Sigma \). Ascent of \( F(t) \) is guaranteed as long as the vector satisfies the conditions of Lemma 3 (see Lemma 5 below). These conditions are satisfied up to
\[
\lambda_{\text{min}} \leq E^*(\Sigma) \leq -\lambda_{\text{min}}
\]

(see Lemma 6 below).

If this point is reached, \( t \) becomes equi-correlated to a larger subset of \( S \), for which the conditions of the Lemma are satisfied. The iteration can then be repeated with a line search to the optimally equi-correlated point of this new subset of \( S \).

Since there are \( m \) vectors in \( S \) and, at each iteration, at least one vector is added to \( \Sigma \), then there can be no more than \( m \) iterations before reaching step 3, and achieving the necessary conditions of Theorem 2. If the sufficient conditions of Theorem 3 are also satisfied, we have the optimal \( t \). Otherwise, a new set \( \Sigma \) such that \( t \) still satisfies the conditions of Lemma 3 is obtained by removing the appropriate template from \( \Sigma \) (see Lemma 7). Each step 3 is reached, the subset \( S \) is different from any previous subsets because of the strict ascent in \( F(t) \) during steps 2 and 3. The number of different subsets of \( S \) is \( 2^m \). Thus, the algorithm must terminate in less than \( m2^m \) iterations. Extensive tests have shown empirically that the actual number of iterations is approximately linear in \( m \), as documented in Section VI.

Lemma 5: Let \( t_0 \in E(\Sigma) \), and let \( t(\lambda) = \frac{\lambda E^*(\Sigma) + (1-\lambda) t_0}{\|\lambda E^*(\Sigma) + (1-\lambda) t_0\|} \). If \( t(\lambda) \) satisfies the conditions of Lemma 3, then \( F(t(\lambda)) \) strictly increases with \( \lambda \) in the subinterval of \( 0 \leq \lambda \leq 1 \), where the conditions are satisfied.

Proof: From (5), we can represent \( t \) as:
\[
t(\lambda) = \rho(\lambda) t_S + t_L(\lambda)
\]
where \( \rho(\lambda) = \lambda C_S^1 e + \lambda C_L^1 e + \lambda t_L(\lambda) \|^{2} = 1. \)

Note that \( \rho(\lambda) \) is the correlation of \( t(\lambda) \) with the template vectors in \( \Sigma \). Since \( E^*(\Sigma) \) has no orthogonal component, \( \|t_L(\lambda)\| \)
is a strictly decreasing function of \( \lambda \). Thus \( \rho(\lambda) \) is a strictly increasing function of \( \lambda \). As long as the conditions of Lemma 3 hold, \( F(t(\lambda)) = \rho(\lambda) \), so that \( F(t) \) is strictly increasing in \( \lambda \).

The following lemma mentions \( \lambda_{\text{min}} \), which is defined in step 2b as \( \lambda_{\text{min}} = \min_{0 \leq \lambda \leq 1} \rho(\lambda) \). For each \( t_i \), \( \lambda_{\text{min}} \) determines the point in the line search where \( t_i \) is considered for inclusion in \( \Sigma \). Thus, \( \lambda_{\text{min}} \) is obtained by solving \( t(\lambda) \cdot t_i = t(\lambda) \cdot t_j \), where \( t_j \) is any template in \( \Sigma \).

Lemma 6: Consider \( t_0 \) and \( t(\lambda) \) of Lemma 5. Then, the conditions of Lemma 3 are satisfied in the interval \( 0 \leq \lambda \leq \lambda_{\text{min}} \).

Proof: Suppose that for \( \lambda_i \), where \( 0 < \lambda_i < \lambda_{\text{min}} \), the conditions of Lemma 3 are not satisfied. Then, there is a \( t_i \in \Sigma - \Sigma \) and a \( t_j \in \Sigma \) such that \( t_i \cdot t_j > t_i \cdot t_j \). Since \( t(\lambda) \cdot t_i > t(\lambda) \cdot t_j \), then, by the intermediate value theorem, there must be a \( \lambda_0 \) such that \( 0 < \lambda_0 < \lambda_i \) and \( t(\lambda_0) \cdot t_i = t(\lambda_0) \cdot t_j \). Thus, we have \( \lambda_0 < \lambda_{\text{min}} \), contradicting the definition of \( \lambda_{\text{min}} \). Therefore, the conditions of Lemma 3 must be satisfied in the interval \( 0 \leq \lambda < \lambda_{\text{min}} \).

Lemma 7: Consider the set of templates \( \Sigma \) at the beginning of step 3, and the template \( t_i \) defined in step 3. If
\[
t(\lambda) = \frac{\lambda E^*(\Sigma - \{t_i\}) + (1-\lambda) E^*(\Sigma)}{\|\lambda E^*(\Sigma - \{t_i\}) + (1-\lambda) E^*(\Sigma)\|}
\]
then
\[
t(\lambda) \cdot t_j > t(\lambda) \cdot t_j,
\]
where \( 0 < \lambda \leq 1, i \neq j, \) and \( t_j \in \Sigma \).

Proof: Since \( E^*(\Sigma) \in E(\Sigma - \{t_i\}) \), and \( E^*(\Sigma) \neq E^*(\Sigma - \{t_i\}) \), then from the proof of Lemma 5 all \( t (\lambda) \cdot t_j \), for \( j \neq i \), increase equally with \( \lambda \). Thus, for \( j \neq i \) we have \( b_j = \alpha, \) where \( b_j \) represents the change in \( t(\lambda) \cdot t_j \) as \( \alpha > 0 \). According to (15) we must have \( v_i^* > 0 < v_j^* \), leading to:
\[
b_j w_i^* + \alpha \sum_{j \neq i} w_j^* < 0.
\]

Noting that \( w_i^* < 0 \) from its definition in step 3 in the algorithm:
\[
\alpha \sum_{j \neq i} w_j^* > b_j - \frac{w_i^*}{w_i^*}, \quad (16)
\]
Since \( C_i^1 \) is a positive definite we have \( \alpha C_i^1 e > 0 \). Thus, \( \alpha w_i^* > 0 \) and
\[
\sum_{j \neq i} w_j^* > 0, \quad (17)
\]
Substituting (17) into (16) yields \( b_i > \alpha \), completing the proof of the lemma.

2 \( t(\lambda) \cdot t_i \) and \( t(\lambda) \cdot t_j \) are continuous functions of \( \lambda \).
D. Bounds to the Maximin Solution

**Theorem 4:** The maximin solution has the following upper bound

\[ \rho_M \leq \sqrt{\frac{1}{2} + \min C} \]  

(18)

where \( \min C \) is the smallest element in \( C \).

**Proof:** If \( \Sigma \subseteq S \), then for any \( t \):

\[ \min r'T \leq \min r'T_\Sigma. \]

Therefore,

\[ \rho_M \leq \max_{\|h\|=1} \{ \min r'T_\Sigma \} \cdot \]

Letting \( \Sigma = \{ t_p, t_q \} \), we get from Theorem 2

\[ \max_{\|h\|=1} \{ \min r'T_\Sigma \} = \rho_\Sigma^+ = \sqrt{\frac{1 + t_p \cdot t_q}{2}}. \]

So for any \( t_p, t_q \in S \), we have

\[ \rho_M \leq \sqrt{\frac{1 + t_p \cdot t_q}{2}}. \]

Choosing \( t_p \) and \( t_q \) so that \( t_p \cdot t_q = \min C \), we get the tightest version of the above bound:

\[ \rho_m \leq \sqrt{\frac{1 + \min C}{2}}. \]

**Definition (Pairwise Equicorrelated Template Set):** A set of vectors \( \Pi \) is a pairwise equicorrelated template set if there exists a \( \rho \) \( (0 \leq \rho < 1) \) such that for all \( t_i, t_j \in \Pi \)

\[ t_i \cdot t_j = \begin{cases} \rho & : \ i \neq j \\ 1 & : \ i = j \end{cases} \]

In other words, a pairwise-equicorrelated template set is a set of vectors on the unit hypersphere such that the correlations of all of the pairs of vectors are equal. The following lemma will introduce pairwise-equicorrelated template sets for the determination of a lower bound to the maximin solution.

**Lemma 8 (Lower Bound to \( \rho_\Sigma^+ \))** Consider any set \( \Sigma \) of \( k \) template vectors with minimum pairwise correlation \( \rho = \min C \). Let \( C_{\Pi} \) be the \( k \times k \) correlation matrix with off-diagonal elements equal to \( \rho \), and let \( \Pi \) be any pairwise equicorrelated template set that generates \( C_{\Pi} \). If \( \rho_\Sigma^+ \) is the maximin solution of \( \Sigma \), then

\[ \rho_\Sigma^+ \geq \rho_\Pi^+, \]  

where \( \rho_\Pi^+ = \sqrt{\frac{1}{k} + \left(1 - \frac{1}{k}\right)\rho} \).

**Proof:** Because \( C_{\Pi} = (1 - \rho)I + \rho ee' \), it has the following eigenvalues: \( \lambda_1 = \cdots = \lambda_{k-1} = 1 - \rho \), and \( \lambda_k = 1 - \rho + k\rho \). Hence, \( C_{\Pi}^{-1} \) is a positive definite, \( C_{\Pi}^{-1} \) exists and has a similar structure:

\[ \rho + \beta e'e. \]

We can solve \( \frac{1}{x_i} = \alpha \) and \( \frac{1}{x_i} = \alpha + k\beta \) to yield

\[ C_{\Pi}^{-1} = \frac{1}{\lambda_i} I + \frac{1}{k} \left[ \frac{1}{\lambda_i} - \frac{1}{\lambda_i} \right] ee' = \frac{1}{1 - \rho} I + \frac{1}{k} \left[ \frac{1}{1 + (k-1)\rho} - \frac{1}{1 - \rho} \right] ee'. \]

(19)

Since \( C_{\Pi} \) is a symmetric positive definite matrix, we can always find a square root matrix \( T_{\Pi} \) such that \( T_{\Pi}^TC_{\Pi} = C_{\Pi} \). The columns of \( T_{\Pi} \) make up a pairwise equicorrelated template set. Therefore, given \( \rho \), we can always find a pairwise equicorrelated template set that generates \( C_{\Pi} \).

Define \( x = C_{\Sigma}^{-1} e \) and \( y = C_{\Pi}^{-1} e \). Since \( \rho_\Sigma^+ \) is the maximin solution to \( \Sigma \), then from Theorem 3 we have \( x \geq 0 \). Let \( \Delta_C = C_{\Sigma} - C_{\Pi} \) \( (\Delta_C > 0) \) from the definition of \( C_{\Pi} \) and consider the equations

\[ C_{\Sigma} x = (C_{\Pi} + \Delta_C) x = e, \]

(20)

\[ C_{\Pi} y = e. \]

(21)

Subtracting (21) from (20) and pre-multiplying by \( e' \) yields

\[ \left[ 1 + (k-1)\rho \right] e'(e'x - e'y) + e'\Delta_C x = 0. \]

Since \( x \geq 0 \) and \( \Delta_C > 0 \), we must have \( e'\Delta_C x \geq 0 \), as well as

\[ e'x \leq e'y \Rightarrow e'x e' \leq e'y e' \Rightarrow 1 \leq \frac{1}{e'x e'}, \]

Thus, \( \rho_\Sigma^+ \geq \rho_\Pi^+ \).

We can now use (19) to obtain \( \rho_\Pi^+ \):

\[ \rho_\Pi^+ = \frac{1}{\sqrt{e'x e'}} = \frac{1}{\sqrt{k}} \frac{\lambda_k}{k} = \frac{1}{\sqrt{k}} \left( \frac{1}{1 - \rho} \right) \rho. \]

(22)

We are now in a position to state a tight lower bound to the maximin correlation for an arbitrary template set \( S \).

**Theorem 5 (Lower Bound to the Maximin Solution)** Given any set \( S \) with \( m \) templates, its maximin solution has the following lower bound

\[ \rho_M \geq \frac{\frac{1}{m} + \left(1 - \frac{1}{m}\right) \min C}{m}. \]

(23)

**Proof:** From Theorem 2 we know that \( \rho_M = \rho_\Sigma^+ \), where \( \Sigma \subseteq S \) has \( k \) templates, \( 2 \leq k \leq m \). Denoting \( \rho = \min C \), we have from Lemma 8:

\[ \rho_M \geq \frac{\frac{1}{k} + \left(1 - \frac{1}{k}\right) \rho}{m} \geq \frac{\frac{1}{m} + \left(1 - \frac{1}{m}\right) \rho}{m}. \]

Since \( \rho \geq \min C \),

\[ \rho_M \geq \frac{\frac{1}{m} + \left(1 - \frac{1}{m}\right) \min C}{m}. \]

**Corollary:** The above lower bound is tight.
Proof: We will show that for the set $\Pi$ of $m$ pairwise equicorrelated templates, $\rho_M = \rho^*_\Pi$. In other words, we will show that $\Pi$ achieves the lower bound.

Suppose that $\rho_M = \rho^*_\Sigma$, where $\Sigma \subseteq \Pi$ (for convenience, relabel the $t_i$ such that $\Sigma = \{t_1, t_2, \ldots, t_k\}$). $E^*(\Sigma) = T_k w$, where $w$ can be obtained using (19):

$$w = \frac{\sqrt{\lambda} e}{\sqrt{\lambda}} = \frac{\sqrt{\lambda} e}{\sqrt{\lambda} k}, \text{ where } \lambda_k = 1 - \rho + \rho_k.$$

We can now compare $E^*(\Sigma) \cdot t_m$ with $\rho^*_\Pi$:

$$E^*(\Sigma) \cdot t_m = \sum_{i=1}^{k} w_i t_i \cdot t_m = \frac{1}{\sqrt{\lambda}} \sum_{i=1}^{k} t_i \cdot t_m = \frac{\lambda_k}{\sqrt{\lambda}} \rho_k,$$

where we have made use of the fact that $\frac{\lambda_k}{\lambda} > \rho$. Thus, we have contradicted the optimality assumption on $E^*(\Sigma)$. Hence, the optimum is achieved by $E^*(\Pi)$ and $\Pi$ achieves the lower bound.

\section{Transformation into a Quadratic Programming Formulation}

In this section we will show the equivalence of the maximin correlation problem to a quadratic programming problem with linear constraints. We call a function $f(t)$ positive homogeneous if for any $t \in \mathbb{R}^*$ and any scalar $k > 0$, we have $f(k t) = k f(t)$.

\textbf{Lemma 9 (Homogeneous Duality)} Given positive scalars $\alpha$ and $\beta$ and positive homogeneous functions $g(t)$ and $h(t)$. If $g(t) > 0$ for any $t \neq 0$, and if $\arg\ max g(t)$ and $\arg\ min \ h(t)$ exist, then

1. $\left( \max_{g(t) = \alpha} h(t) \right) \left( \min_{h(t) = \beta} g(t) \right) = \alpha \beta$.
2. $\arg\ max h(t) = k \arg\ min g(t)$ for some scalar $k$.

Proof: For any scalars $k_1, k_2 > 0$, we have that

$$\max_{g(t) = \alpha} h(t) = \alpha \max_{g(t) = \alpha} \frac{h(t)}{g(t)} = \alpha \max_{g(t) = \alpha} \frac{h(t)}{g(t)} = \alpha \max_{v \in \mathbb{R}} \frac{h(v)}{g(v)}.$$  

and similarly,

$$\min_{h(t) = \beta} g(t) = \beta \min_{h(t) = \beta} \frac{g(t)}{h(t)} = \beta \min_{g(t) = \beta} \frac{g(t)}{h(t)} = \beta \min_{v \in \mathbb{R}} \frac{g(v)}{h(v)}.$$  

This, together with $\max_{v \in \mathbb{R}} \frac{h(v)}{g(v)} = \left( \min_{v \in \mathbb{R}} \frac{g(v)}{h(v)} \right)^{-1}$ proves the lemma.

\textbf{Theorem 6:} The Maximin Correlation Problem is equivalent to a Quadratic Programming Problem:

$$\max_{t \in \{1, 2, \ldots, m\}} \left\{ \min_{w \in \{1, 2, \ldots, m\}} t \cdot t \right\} = \left( \min_{t \in \{1, 2, \ldots, m\}} \| t \| \right)^{-1},$$  

and the vector which optimizes the left hand side is a normalized version of the vector which optimizes the right hand side.

Proof: Let $h(t) = \min_{i \in \{1, 2, \ldots, m\}} t \cdot t_i$, and $g(t) = \| t \|$. Clearly, these functions satisfy the assumptions of Lemma 9. Since $\min_{t \in \{1, 2, \ldots, m\}} \| t \| = \| e \|$, the theorem is directly implied by the lemma.

As a result of Theorem 6, the maximin correlation problem can also be attacked by solving the quadratic programming problem:

$$\min_{v'v} \frac{1}{\| v \|}$$  

Subject to: $T'v \geq e$.

The solution to the maximin correlation problem is given by (27).

$$\min_{v'v} \frac{1}{\| v \|}$$  

$$\text{Subject to: } T'v \geq e.$$  

The solution to the maximin correlation problem is given by (27). The quadratic programming problem can be solved using a simplex-type method [3], [4], an active set method [7], [17], or an interior-point method [14]. In particular, each of the steps in an active set method can be viewed as a counterpart to each of the steps of the algorithm described in Theorem 1. However, contrary to the proposed maximin correlation algorithm (Theorem 1), a general quadratic programming algorithm does not exploit the specific structure of the problem and will, therefore, not be as efficient.

In general, the first phase of a linear program is used to compute a feasible point for initialization of the active set method. We can use our geometrical insight to efficiently determine an initial condition for the quadratic program. If we denote $v_e = \sum_{i=1}^{m} t_i$, then

$$\nu_0 = \frac{v_e}{\min_{i \in \{1, 2, \ldots, m\}} v_e \cdot t_i}$$  

will satisfy the constraints and will always exist because of assumptions A1 and A3.

\section{VI. Computational Performance of the Algorithm}

\subsection{A. Preliminary Analysis}

In Section IV, we showed that the algorithm generates $t_M$ in a finite number of iterations. In this section, we will describe an efficient implementation of each iteration and evaluate the overall performance of the algorithm.

There are two parameters that can be considered in order to determine problem size. The first one is the dimension of the vectors, $n$, and the second one is the number of template vectors, $m$. Since $n$ only affects the number of computations re-
quired by the inner products, we will focus on the behavior of the algorithm as a function of $m$.

There are two computationally intensive tasks in each iteration. The first one is the computation of $E^*(\Sigma)$, which requires the generation of $C_{\Sigma}^{-1}e$. Thus, if $\Sigma$ has $k$ templates, the above computation in general requires $O(k^3)$ operations. The second computationally intensive task involves the “fine” searches needed to update $t$ in step 2b. These searches are performed in $O(n(m-k))$ operations. For a fixed ratio $\frac{n}{m}$, the above translates to $O(m(m-k))$ operations. Therefore, out of the two tasks, the computation of $E^*(\Sigma)$ determines the order of the algorithm. Fortunately, the structure of the algorithm can be exploited to compute $C_{\Sigma}^{-1}$ in $O(k^2)$ operations.

B. Efficient Computation of $E^*(\Sigma)$

With every iteration of the algorithm, the set $\Sigma$ is altered by either adding or removing one template vector. Assume that after the $p^{th}$ iteration, a template vector $t_i$ is included in $\Sigma$. In this case:

$$\Sigma_{p+1} = \Sigma_p \cup \{t_i\}, \quad \text{and} \quad C_{\Sigma_{p+1}} = \begin{bmatrix} C_{\Sigma_p} & T_{\Sigma_p}^t t_i \\ T_{\Sigma_p} t_i^t & 1 \end{bmatrix}$$

If we define $u = C_{\Sigma_p}^{-1} T_{\Sigma_p}^t t_i$, then we can use the Frobenius-Schur inversion formula [9] to compute

$$C_{\Sigma_{p+1}}^{-1} = \frac{1}{\Delta} \begin{bmatrix} \Delta C_{\Sigma_p}^{-1} + uu^t & -u \\ -u^t & 1 \end{bmatrix}$$

where $\Delta = 1 - u^t C_{\Sigma_p} u$. Since $C_{\Sigma_p}^{-1}$ is known, the computation of $C_{\Sigma_{p+1}}^{-1}$ requires only $O(k^2)$ operations.

Similarly, assume that after the $p^{th}$ iteration, a template vector is removed from $\Sigma$. Without loss of generality, we can assume that this vector is represented by the last row and column of $C_{\Sigma_p}$. Again, we can compute $C_{\Sigma_{p+1}}^{-1}$ efficiently using

$$C_{\Sigma_{p+1}}^{-1} = C_{\Sigma_p} - \frac{u u^t}{\Delta}, \quad \text{where} \quad \Delta \text{ is a scalar, and} \quad C_{\Sigma_p} \text{ as well as} \ u \text{ are defined by the following block matrix representation of} \ C_{\Sigma_p}:$$

$$C_{\Sigma_p} = \begin{bmatrix} C_{\Sigma_{p-1}} & u \\ u^t & \Delta \end{bmatrix}$$

C. Performance Evaluation

In order to evaluate the performance of the algorithm, matrices $T$ with uniformly distributed elements between 0 and 1 were generated, the columns were scaled to unit norm, and the resulting matrices were processed by the algorithm. The number of floating point operations (FLOPS) were determined in a manner identical to MATLAB [18]. For each value of $m$ (number of templates), 10,000 cases were generated using a number of dimensions $n$, which we arbitrarily set at $n = 1.5m$. Varying $m$ from 10 to 500, the number of iterations can be approximated as $1.2m^{0.6}$, and the number of FLOPS can be approximated as $3.3m^{1.9}$. The exponent of $m$ in the FLOPS is reasonable given that we have a sublinear number of iterations, and each iteration requires approximately $O(m^3)$ FLOPS.

The algorithm described in Theorem 1 performs the optimization in the template space. Since any template can have the representation $t_i = Tw$, the optimization can be performed in the weight space in terms of $w$. Instead of computing inner products $t \cdot t_i$ in step 2b, the weight space implementation requires the computation of $w'CW_{wi}$, where $t = Tw$, and $t_i = Tw_i$. Thus, the weight space implementation has the advantage that each iteration of step 2b is performed in about $4m(m-k)$ operations, rather than $4n(m-k)$, where $n \geq m$ (assumption A1). On the other hand, the weight space implementation requires the computation of all the elements of $C$, while the template space implementation only requires the elements of $C$ needed to compute $E^*(\Sigma)$ in step 2a. The nature of this trade-off can be further understood with the following analysis.

Test runs indicate that step 3 is rarely performed. Thus, at the $k^{th}$ iteration there are approximately $k$ elements in $\Sigma$. Let $p$ denote the total number of iterations executed. The total number of operations in step 2b with the template space approach is:

$$\sum_{k=1}^{p} 4n(m-k) = 4nmp - 2np^2.$$
Fig. 8(a). Templates of original subclasses.

The computation of the elements of $C$ needed to find $E^*(\Sigma)$ requires $np^2$ operations. Thus, the combined number of operations for the template space implementation is

$$4nmp - np^2.$$  \hfill (30)

Similarly, an approximate expression for the combined number of operations for the weight space implementation is

$$4m^3p - 2mp^2 + nm^2.$$  \hfill (31)

Using (30), (31), and the representation $p = \alpha m$, and $n = \beta m$, we get the following "break-even" curve

$$\alpha_0 = \begin{cases} \frac{2(R-1)-3R^2-6R+4}{R-2} & : R \neq 2 \\ \frac{1}{2} & : R = 2 \end{cases}$$  \hfill (32)

Thus, for any $R$, the corresponding $\alpha$ must exceed $\alpha_0$ in order for the weight space implementation to be more efficient than the template space implementation. The decision on a specific implementation must be based on an expectation of the value of $\alpha$ as a function of $R$. The solid lines in Fig. 7 illustrate the behavior of the mean value $\alpha$ as a function of $R$ for $m = 10$, 20, and 30 uniformly distributed template sets were processed for each value of $R$ and $m$. The dashed line plots (32). The break-even $R$ increases monotonically with $m$, and reaches $R = 2$ when $m = 30$. Therefore, the weight space implementation will likely be the efficient choice for small values of $m$, while the opposite will be true for larger values of $m$.

Fig. 9. Aggregate Templates.
VII. OCR EXAMPLE

A. Multifont Aggregation

In Fig. 8, contour maps of the letter “A” as printed in each of 17 fonts are shown. The data was preprocessed as explained in Section I. The maximin and centroid templates are depicted in Fig. 9. Fig. 10 illustrates the levels of correlations of each of the 17 original templates with the “A” template for both maximin and centroid aggregation. Note that the “Modern” and “Roman” fonts, which, in some ways, might be considered as “outliers” for this collection of fonts, achieve very poor performance with the centroid template, while the maximin aggregate template results in satisfactory correlations with all 17 fonts. In a system designed to recognize these 17 fonts with centroid aggregation, the letter “A” would require two templates to achieve an accuracy equal to or better than a system with one “A” template using maximin aggregation. Alternately, for the same number of aggregate templates, the maximin system would out-perform the centroid system.

B. Recognition Demonstration

Multifont optical character recognition was used to demonstrate maximin correlation template aggregation in the following experiment. For the demonstration, 12 out of the 17 available fonts were used to create maximin aggregate templates. For characters where one aggregate template resulted in misclassification, the original templates were split into separate clusters and each was aggregated separately, resulting in multiple aggregate templates per character. In this fashion, a total of 1128 (94 classes × 12 subclasses) templates were replaced by 192 aggregate templates, resulting in an average of approximately two aggregate templates per character. Next, the aggregate templates were used to recognize approximately 300,000 isolated characters having point sizes of 10, 12, and 14 and a uniform mixture of the 12 commonly used fonts. The data was generated on one QMS-810 PostScript laser printer. No errors were incurred. The same test using OmniPage Professional Version 2.0, a popular OCR software package supplied by Caere Corp., resulted in a recognition (i.e., excluding segmentation errors) accuracy of 99.44%. For comparison, a benchmark test of OCR performance with current proprietary commercial algorithms was reported by Jenkins et al. [12], and the best recognition accuracies that were obtained with comparable data (i.e., high quality) of three point sizes (10, 12, and 14) and three fonts (Courier, Helvetica, and Times-Roman) ranges from 99.21% to 99.95%. Published literature reports...
accuracies in the order of 99% to 99.9% for single-font recognition and worse for multi-font [13], [19], [22].

VIII. CONCLUSION

In this paper we have presented an algorithm which generates templates for the first stage of a two-stage correlation based nearest neighbor pattern recognition implementation. This implementation can be used to accelerate the recognition process or to provide a recognition scheme when each class is defined as a collection of subclass templates. In an optical character recognition example, each letter (class) was defined in terms of a set of templates, each one corresponding to a different font (subclass). Aggregate templates were constructed for each letter, which enabled classification almost six times faster than direct template matching.

We formulated a maximin criterion for optimal template aggregation. In order to minimize the maximum risk of incorrect recognition in the first stage, an aggregate template must maximize the worst case correlation with the original templates. Theoretical foundations were presented, which lead to the main result, the algorithm which solves the maximin optimization problem.

Additionally, the following tight bounds on the maximin correlation \( \rho_M \) were derived:

\[
\frac{1}{m} \left( 1 - \frac{1}{m} \right) \min C \leq \rho_M \leq \frac{1 + \min C}{2},
\]

where \( C \) is the correlation matrix of the subclass templates, and \( m \) is the number of original templates. The performance of the algorithm was discussed and the number of iterations and FLOPS were experimentally determined to be of order \( O(m^{15/2}) \) and \( O(m^{25/4}) \), respectively, where \( m \) represents the number of original templates. It was also shown how the maximin problem can be formulated as a quadratic program. It is known that quadratic programs can be solved in polynomial time which corroborates our experimental performance results.

Finally, the algorithm was demonstrated on a multfont optical character recognition problem and its performance was shown to compare favorably with other algorithms published in the literature.
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